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Abstract

Given \( n \) points in a plane, a minimum spanning tree is a set of edges which connects all the points and has a minimum total length. A naive approach enumerates edges on all pairs of points and takes at least \( \Omega(n^2) \) time. More efficient approaches find a minimum spanning tree only among edges in the Delaunay triangulation of the points. However, Delaunay triangulation is not well defined in rectilinear distance. In this paper, we first establish a framework for minimum spanning tree construction which is based on a general concept of spanning graphs. A spanning graph is a natural definition and not necessarily a Delaunay triangulation. Based on this framework, we then design an \( O(n \log n) \) sweep-line algorithm to construct a rectilinear minimum spanning tree without using Delaunay triangulation. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Given \( n \) points in a plane, a minimum spanning tree is a set of edges which connects all the points and has a minimum total length. Minimum spanning tree construction on an arbitrary graph is a well studied problem [1]. It also belongs to a more general class of greedy problems on combinatorial structures known as matroids [6]. Typical complexity of computing a minimum spanning tree in a graph \( G(V, E) \) is \( O(m \log n) \), where \( n \) is the number of vertices and \( m \) is the number of edges. So given a graph, the spanning tree can be constructed efficiently. Clearly, a minimal spanning tree is contained in the complete graph of \( n \) points. However enumerating \( \Omega(n^2) \) edges is expensive for large \( n \).

The first algorithm to speed up the minimum spanning tree computation came as a by-product of computational geometry research and was based on the fact that only the edges in the Delaunay triangulation of the points need to be examined [8]. But this only works in Euclidean distance \( (L_2) \). When Euclidean distance \( (L_2) \) is used, the Delaunay graph is defined as the dual of the Voronoi diagram [8]. A Delaunay graph is usually a triangulation if no more than three points are cocircular, or can become a triangulation by adding more edges. Preparata and Shamos’ algorithm [8] for Voronoi diagram uses divide-and-conquer strategy and runs in \( O(n \log n) \) time. Later, Fortune [2] designed a much simpler sweep-line algorithm with the same running time. His algorithm avoids the difficult merge
step of the divide-and-conquer technique. However, when rectilinear distance ($L_1$) is used, the Voronoi diagram is not always well defined. Efforts to resolve this issue need to explicitly specify what they mean when there are ambiguities [5,3]. Similar as in Euclidean distance, the original algorithm [5] in this direction was a divide-and-conquer algorithm. And motivated by Fortune [2], there came a sweep-line algorithm [3] more recently.

As we mentioned earlier, minimum spanning tree construction for Euclidean distance came only as a by-product of Delaunay triangulation. Since Delaunay triangulation is not well defined in rectilinear distance, forcing minimum spanning tree computation on it encounters unnecessary difficulties. In fact, around the same time, Yao [11] observed that a minimum spanning tree can be constructed by considering a sufficient number of closest neighbors for each of the given points and gave an algorithm which runs in $O(n^{2-1/8} \log^{1-1/8} n)$ time for the planar case. Guibas and Stolfi [4] further implemented the idea for rectilinear distance in the plane with a running time of $O(n \log n)$. Interesting enough, their algorithm is also based on divide-and-conquer strategy: it divides the point set into a left half and a right half, and recursively applies the algorithm to them.

In this paper, we focus directly on the objective of constructing a minimum spanning tree. Keeping this in mind, we find that there is no need to take the burden of constructing or even defining a Delaunay triangulation. Actually, what we need are sparse graphs which contain minimum spanning trees. Generally, we define these graphs as spanning graphs. Although for Euclidean distance a Delaunay triangulation can be proved to be a spanning graph, a spanning graph need not to be a Delaunay triangulation. This observation is invaluable for rectilinear distance metric where a Delaunay triangulation is not well defined. Based on the framework and using the property that each point needs to be connected to only a few other points, we designed a sweep-line algorithm to construct a spanning graph for rectilinear distance. After that, a minimum spanning tree can be easily computed on the spanning graph.

With respect to the literature, our work stands out in two contributions: First, we establish a general framework of spanning graphs which includes both Delaunay triangulation and non-Delaunay triangulation approaches, and study the properties of spanning graphs in both rectilinear and Euclidean distances. Second, although the divide-and-conquer algorithm by Guibas and Stolfi [4] has the same asymptotic running time as our sweep-line algorithm, theirs is more complicated in implementation, requires more storage ($O(n \log n)$ vs. $O(n)$), and has larger hiding constant.

The rest of the paper is organized as follows. In Section 2, we define the spanning graphs and discuss their properties. In Section 3, we design an algorithm to construct rectilinear spanning graphs for a given set of points. Finally, Section 4 concludes the paper.

2. Spanning graph

Given a set of $n$ points in a plane, a spanning tree is a set of edges that connects all the points and contains no cycles. When each edge is weighted using some distance metric of the incident points, the metric minimum spanning tree is a tree whose sum of edge weights is minimum. If the Euclidean distance ($L_2$) is used, it is called the Euclidean minimum spanning tree; if the rectilinear distance ($L_1$) is used, it is called the rectilinear minimum spanning tree. Since the minimum spanning tree problem on a weighted graph is well studied, the usual approach for metric minimum spanning tree is to first define a weighted graph on the set of points and then to construct a spanning tree on it.

Much like a connection graph is defined for the maze search [12], we can define a spanning graph for the minimum spanning tree construction.

**Definition 1.** Given a set of points $V$, an undirected graph $G = (V, E)$ is called a spanning graph if it contains a minimum spanning tree.

Usually, for a given set of points, the minimum spanning tree may not be unique. Thus a spanning graph defined above may not contain all minimum spanning trees. If we are only interested in one of these trees, no matter which one, the above definition is sufficient. Otherwise, we may need a strong version as follows.

**Definition 2.** Given a set of points $V$, an undirected graph $G = (V, E)$ is called a strong spanning graph if it contains all minimum spanning trees.
Since we are interested in spanning graphs with as few number of edges as possible, we define the cardinality of a spanning graph as its number of edges. As we can see, a complete graph on a set of points contains all spanning trees, thus is a spanning graph, even in the strong sense. This gives us an $O(n^2)$ upper bound on the cardinalities of both spanning graphs and strong spanning graphs. On the other hand, since a minimum spanning tree is by definition also a spanning graph, the minimum cardinality of spanning graphs is always $n - 1$ for a set of $n$ points. But the minimum cardinality of strong spanning graphs is more complicated and, as we will show next, is dependent on which metric is used.

Minimum spanning tree algorithms usually use two properties to infer the inclusion and exclusion of edges in a minimum spanning tree. The first property is known as the cut property. It states that an edge of smallest weight crossing any partition of the vertex set into two parts belongs to a minimum spanning tree. The second property is known as the cycle property. It says that an edge with largest weight in any cycle in the graph can be safely deleted. Since the two properties are stated in connection with the construction of a minimum spanning tree, they are related to a spanning graph. A strong cut property states that all lightest edges crossing any partition of the vertex set into two parts belong to a strong spanning graph. A strong cycle property says that the single heaviest edge in any cycle in the graph does not belong to a strong spanning graph. Preparata and Shamos [8] proved the following lemma.

**Lemma 1** (Lemma 6.2 in [8]). Let $S$ be a set of points in the plane, and let $\Delta(p)$ denote the set of points adjacent to $p \in S$ in the Delaunay triangulation of $S$. For any partition $\{S_1, S_2\}$ of $S$, if $\overline{pq}$ is the shortest segment between points of $S_1$ and points of $S_2$, then $q$ belongs to $\Delta(p)$.

Combining the lemma with the strong cut property, we have the following theorem.

**Theorem 1.** If Euclidean distance is used, the Delaunay triangulation of a set of points is always a strong spanning graph.

Since a Delaunay graph has only a linear number of edges, the above theorem also gives that the minimum cardinality of strong spanning graph is $O(n)$ for any set of $n$ points if Euclidean distance is used. On the contrary, the rectilinear distance does not have such good property, as shown in the following lemma.

**Theorem 2.** If rectilinear distance is used, there is a set of $n$ points, for which any strong spanning graph has at least $\Omega(n^2)$ number of edges.

**Proof.** Consider a set of $n$ points as follows. Let $\lceil n/2 \rceil$ points fall on the segment $x + y = 1$ with $x \in [0, 1]$; all other points sit on the segment $x + y = -1$ with $x \in [-1, 0]$. This is illustrated in Fig. 1. As we can see, if we partition the whole set into two subsets according to the two segments, all edges between the two subsets have the same length. According to the strong cut property, they all must be in a strong spanning graph. $\square$

**3. Rectilinear spanning graph construction**

Using the terminology given in [10], we define the uniqueness property as follows.

**Definition 3.** Given a point $s$, a region $R$ has the uniqueness property with respect to $s$ if for every pair of points $p, q \in R$, $\|pq\| < \max(\|sp\|, \|sq\|)$. A partition of space into a finite set of disjoint regions is said to have the uniqueness property if each of its regions has the uniqueness property.
For the rest of the paper we will use the notation $\|sp\|$ to represent the distance between $s$ and $p$ using the $L_1$ metric. Define the octal partition of the plane with respect to $s$ as the partition induced by the two rectilinear lines and the two 45 degree lines through $s$, as shown in Fig. 2(a). Here, each of the regions $R_1$ through $R_8$ includes only one of its two bounding half lines as shown in Fig. 2(b). It can be shown that the octal partition has the uniqueness property.

Lemma 2. Given a point $s$ in the plane, the octal partition with respect to $s$ has the uniqueness property.

Proof. To show a partition has the uniqueness property, we need to prove that each region of the partition has the uniqueness property. Since the regions $R_1$ through $R_8$ are similar to each other, we only give a proof for $R_1$.

The points in $R_1$ can be characterized by the following inequalities

$$x \geq x_s,$$
$$x - y < x_s - y_s.$$ 

Suppose we have two points $p$ and $q$ in $R_1$. Without loss of generality, we can assume $x_p \leq x_q$. If $y_p \leq y_q$, then we have $\|sq\| = \|sp\| + \|pq\| > \|pq\|$. Therefore we only need to consider the case when $y_p > y_q$. In this case, we have

$$\|pq\| = |x_p - x_q| + |y_p - y_q|$$
$$= x_q - x_p + y_p - y_q$$
$$= (x_q - y_q) + y_p - x_p$$
$$< (x_s - y_s) + y_p - x_s$$
$$= y_p - y_s$$

$$\leq x_p - x_s + y_p - y_s$$
$$= \|sp\|.$$  

Given two points $p, q$ in the same octal region of point $s$, the uniqueness property says that $\|pq\| < \max(\|sp\|, \|sq\|)$. Consider the cycle on points $s, p,$ and $q$. Based on the cycle property, only the point with the minimum distance from $s$ needs to be connected to $s$. An interesting property of the octal partition is that the contour of equidistant points from $s$ forms a line segment in each region. In regions $R_1, R_2, R_3, R_6$, these segments are captured by an equation of the form $x + y = c$; in regions $R_3, R_4, R_7, R_8$, they are described by the form $x - y = c$, as shown in Fig. 3.

Conceptually, we only need to consider edges from $s$ to the closest neighbor in each octant. We will pose this problem in the reverse manner. Given a point $s$, find all the candidate points to which it can possibly be the nearest neighbor in a specified octant. For sake of simplifying the exposition, we will only consider the case for $R_1$. The rest of octants are symmetric and the discussion can be easily extended to handle them. For the $R_1$ octant, we construct a sweep-line algorithm on all points according to non-decreasing $x + y$. During the sweep, we maintain an active set consisting of points whose nearest neighbors in $R_1$ are still to be discovered. When we process a point $p$, we find all the points in the active set, which have $p$ in their $R_1$ regions. Suppose $s$ is one such point from the active set. Since we process points in non-decreasing $x + y$, we know that $p$ is the nearest point in $R_1$ for $s$. Therefore, we add edge $sp$ and delete $s$ from the active set. After processing those active points, we also add $p$ into the active set. Each point will be added and deleted at most once from the active set.
The fundamental operation that is required in the sweep-line algorithm is given a point \( p \), find a subset of active points such that \( p \) is in their \( R_1 \) regions. Based on the following observation, we need to find the subset of active points in the \( R_5 \) region of \( p \).

**Observation 1.** Given two points \( p \) and \( s \), point \( p \) is in the \( R_1 \) region of \( s \) if and only if \( s \) is in the \( R_5 \) region of \( p \).

Since \( R_5 \) can be represented as a two-dimensional range \( (-\infty, x_p] \times (x_p - y_p, +\infty) \) on \( (x, x - y) \), a priority search tree [7] can be used to maintain the active point set. Since each of the insertion and deletion operations takes \( O(\log n) \) time, and the query operation takes \( O(\log n + k) \) time where \( k \) is the number of objects within the range, the total time for the sweep is \( O(n \log n) \). Since other regions can be processed in the similar way as in \( R_1 \), we get an algorithm running in \( O(n \log n) \) time. Priority search tree is a data structure that relies on maintaining a balanced structure for the fast query time. This works well for static input sets. When the input set is dynamic, re-balancing the tree can be quite challenging. Fortunately, the active set has a structure we can exploit for an alternate representation. Since we delete a point from the active set if we find a point in its \( R_1 \) region, no point in the active set can be in the \( R_1 \) region of another point in the set.

**Lemma 3.** For any two points \( p, q \) in the active set, we have \( x_p \neq x_q \), and if \( x_p < x_q \) then \( x_p - y_p \leq x_q - y_q \).

Based on this property, we can order the active set in increasing order of \( x \). This yields a non-decreasing order on \( x - y \). Given a point \( s \), the points which have \( s \) in their \( R_1 \) region must obey the following inequalities

\[
x \leq x_s,
\]

\[
x - y > x_s - y_s.
\]

To find the subset of active points which have \( s \) in their \( R_1 \) regions, we can first find the largest \( x \) such that \( x \leq x_s \), then proceed in decreasing order of \( x \) until \( x - y \geq x_s - y_s \). Since the ordering is kept on only one dimension, using any binary search tree with \( O(\log n) \) insertion, deletion, and query time will also give us an \( O(n \log n) \) time algorithm. Binary search trees also need to be balanced. An alternative is to use skip-lists [9] which use randomization to avoid the problem of explicit balancing but provide \( O(\log n) \) expected behavior.

A careful study also shows that after the sweep process for \( R_1 \), there is no need to do the sweep for \( R_5 \), since all edges needed in that phase are either connected or implied. This is also based on Observation 1. Moreover, based on the information in \( R_5 \), we can further reduce the number of edge connections. As shown in Fig. 4, when the sweep step processes point \( s \), we find a subset of active points which have \( s \) in their \( R_1 \) regions. Without loss of generality, suppose \( p \) and \( q \) are two of them. Then \( p \) and \( q \) are in the \( R_5 \) region of \( s \), which means \( ||pq|| < \max(||sp||, ||sq||) \). Therefore, we need only to connect \( s \) with the nearest active point.

Since \( R_1 \) and \( R_2 \) have the same sweep sequence, we can process them together in one pass. Similarly, \( R_3 \) and \( R_4 \) can be processed together in another pass. Based on the above discussion, the pseudo-code of the algorithm is presented in Fig. 5.

The correctness of the algorithm is stated in the following theorem.

**Theorem 3.** Given \( n \) points in the plane, the rectilinear spanning graph algorithm constructs a spanning graph in \( O(n \log n) \) time, and the number of edges in the graph is \( O(n) \).

**Proof.** The algorithm can be considered as deleting edges from the complete graph. As described, all edges that we delete are redundant based on the cycle property. Thus, the output graph of the algorithm will contain at least one rectilinear minimum spanning tree.

In the algorithm, each given point will be inserted and deleted at most once from the active set for each of
the four regions $R_1$ through $R_4$. For each insertion or deletion, the algorithm requires $O(\log n)$ time. Thus, the total time is upper bounded by $O(n \log n)$. The storage we need is only for active sets, which is at most $O(n)$. □

4. Conclusion

In summary, we have characterized a broader class of spanning graphs which are more natural than the Delaunay triangulation for minimum spanning tree constructions. We also described a new and much simpler approach to solving the minimum spanning tree problem for the rectilinear distance metric. The approach relies on the cycle property of spanning trees and the uniqueness property applied to an octal partition of the planar space.
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