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Abstract-—--The application of the finite-difference time-do-
main (FDTD) method to various radiating structures is consid-
ered. These structures include two- and three-dlmensmnal wave-

‘guides, flared horns, a two-dimensional ‘parabolic reflector, andi data exccpt in the b acks cattcrlng region, and that the dis-

. agreements were caused by faulty edge—current approxima-
~ tions. They corrected the diffraction coefficients and showed
‘that these correctrons had ncghglble effects in the forward—

‘a two-dimensional hyperthermia application. Numerical results

for the horns, waveguides, and parabolic reflectors are coOm-

pared with results from method of moments (MM) ‘The results

for the hyperthermia application are shown as extensions of the

previously validated models. This new application of the FDTD
method is shown to be useful when other numerlcal or analytlc
- methods cannot be applled -

I. INTRODUCTION

- (MM) codes. There are no pubhshed examples of previous

use of the FDTD method to solve problems 1nvolvrng a

- radlatmg object.

- Previously, for work such as th1s hlgh frequency approx1-
mations and MM have been used. Most hrgh frequency meth-

~ods are based on the geometric theory of diffraction (GTD) |

which was introduced by Keller [1], [2] 1n the late 1950’s.

GTD has also been used recently to study a pyramldal horn

as part of a complex system in whrch the horn fed an ot‘fsct
reflector [3] The horn was modeled usmg GTD, and asymp-

totic physical optics (APO) was used to model the reﬂector
1lluminated by the GTD-produced far fields of the horn. '

‘Russo ef al. [4] soon developed edge diffraction theory
(EDT) as an approximation applied in solvrng for back-

scattering of horns. The diffraction coefﬁcrents of GTD were

- shown to be inadequate for treatment of the horn antenna,
and the theory was modified to use diffraction of cylmdrrcal o

waves at the edges of thin metal sheets. GTD was also

modified to solve diffraction from thick edges. EDT gave .

o solutlons that were substantrally better than those of GTD
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HIS paper will attempt to vahdate the ﬁmte-dlffcrence
time domain (FDTD) code when used for the modeling
of both two- and three-dimensional radiating structures. It
will use waveguldes flared horns, and parabolic reﬂcctors as

examples that will be vahdated agalnst method of moments
- for modellng electromagnetic wave interactions with electri-

For parabolas APO has been used to solve for far ﬁelds
- with various correction factors. Knop and Ostertag [5] showed
that APO gave good results compared with experimental

scatterlng reglon and greatly 1mproved the results in the rear

- region.

‘ Another method that has been used is the uniform asymp-
totic theory (UAT) ‘Menendez and Lee [6] used UAT to

model simple, two-dimensional radiating structures. UAT
- generally agrees with GTD, and may be- viewed as another

refinement, which gives better results under some conditions.

Sanyal and Bhattacharyya [7] further refined UAT to give

slightly better results than had been previously reported.
In general, high-frequency asymptotic methods work well

cally large, perfectly conductlng structures. However, these

- approaches are drfﬁcult to apply when the structures have

~ reentrant features supporting multiray regions, or material
‘compositions and surface treatments.

‘For these types of
structures the usc of other more robust methods 1S sug-ﬁ_

- gestcd

It has been shown that MM and FDTD are equally valid

. mcthods for ﬁndmg far-field patterns and radar cross section

(RCS) due to scatterers 181, but in the case of very large

- structures, MM is limited by the amount of computer time
and memory available and the possrble error accumulation of

the matrix solution. Even though MM problems of a large

size can be solved with the supercomputers available today,

- the matrix inversion contained in MM can be a fundamental
~limit on the use of this method. . - '

One aspect of both FDTD and MM that 1S only now being
studied for the first time 1s that of dynamlc range. The

- examination of the radiation patterns of the antennas in this
- paper form a study of dynamlc range for objects with a broad
- angular region of low response. Studies have been done that
~ show that FDTD and MM can both pick up sharp nulls in
radiation patterns that are caused by cancellation of field
values, but the antennas studied herein are completely dif-
ferent. The low-response region of these antennas is both

very broad and is also very gradual. In a region such as this,

" where the far fields are 50 dB down from peak values, power
S levels are a factor of 10° = «down. This 1mp11es accuracy in
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~ addition of reﬂectlons from the grrd edges [12], [13], thc
’srmulatlon of an arbltra 1nc1dcnt wave [14], and the calcula-
- tion of the far fields given near-ﬁeld data over a number of

the electric and magnetlc ﬁelds must be approx1mately 0 3%,
to effectrvely ‘model these low ﬁelds emanatm g in th1s d1rec-
tion. ' -

important in many areas: specifically, in two. The first is the

‘design of antennas where sidelobe suppress1on can be impor-
~ tant, and the second is for the design of aerospace vehicles

- intended to scatter an extremely low fraction of the power of
the incident field over a broad angular range. In some cases,
especially in the second area, the problems to be solved

cannot be studied in the open literature, so it is important to
“have canonical problems that permlt us to examine the i 1MpOr-

~ tant aspects of physics and computatronal methodology The

horn antenna systems are good canonical ‘problems, because
they naturally have this dcs1rcd broad range of low response
- in the backward direction. g '

"The results shown here al SO have appllcatlons to other-

sy stems of partlal differential equations where the desired
solutions are required to be accurate to s1rm1ar levels: namely :
~one part in three hundred. One example of a system of this
type may be found in computatlonal fluid dynamics. In

_ solv1ng the problem of turbulence in air ﬂow near a wing, it
“may be necessary to have ‘accuracies of one ‘part in one
“thousand relative to a unit average flow around the wrng A

difference of one one-thousandth may make the difference

- between the flow separating or not. To solve any system with

this level of accuracy 1S a challenge to most numcr1cal
' methods L -

1L FDTD FORMULATION
A Standard FDTD (Stepped—Edge)

F1n1te dllferencmg was introduced by Yee in the mld-' '
1960’s as an efficient way of solvrng Maxwell’s time-depen-

dent curl equations [9]. His method involved sampling a
continuous electromagnetic field in a finite region at equidis-
tant points in a spatial lattice, and also at equidistant time

intervals. Spatlal and tirhe intervals have been chosen to
avoid aliasing and to provrde stab111ty for the t1me—march1ng

‘system [10]. The propagation of waves from a source, as-
- sumed to be turned on at time ¢ = 0, 1s computed at each of
the spatial lattice points by usmg thc finite difference equa-
tions to march forward in time. This process continues until a
desired final state has been reached (usually the steady state).

" This method has been demonstrated to be accurate for solving
for hundreds of thousands of field unknowns n a relatlvely

efficient manner on a vector-processrng computer [11].

~ The FDTD method has advantages over other methods in a7
~ that the required computer memory and required running
time are proportional to the number of field components in

the finite volume of space being analyzed In other words, the
FDTD method is O(n)

“ method of moments, which 1nvolves a matrix inversion step,

“is O(n?) in storage and 0(113) in running time, where n is the

size of the matrix.

- Initial problems that ‘were overcorne in the early 1980’

1ncluded the termination of the spatial grid while retaining the

- approximation of the larger size of real space without the

Modehng this huge dynamrc range 18 currently becomlng  time steps [14] [16]

technology, was computer - resources.
make it possible to solve for scattering by objects which
 would have been too large just a few years ago. A second
| problem is that of visualization, but this is gradually being
- solved by ongoing work of the authors Other groups are also
. makmg progress In this area. A third problem with the
 FDTD method for solving practlcal engineering problems is

“along one of the edges or diagonally through the center of the
cell. Fig. 1 shows examples of the application of this method.
The contour method has been shown to be equ1valcnt to the
Yee algorlthm in free space [11], and for completeness this
B equlvalence 18 demonstratcd here for one ﬁeld component as
shown in Fig. l(a) S

‘where n 1s the num ber of field .
components in the region of space being modeled "The

‘The FDTD method is also very

- straightforward and very robust ‘However, some problems
- have existed which have slowcd the general acceptance and
usagc of this method. .

One problcm ‘which was simply overcome by the march of
Today S computers

that of automated geometry generatlon but thlS as well

should soon bc solved

" The fourth problem Wthh has reccntly been solved 18 the

que stion of obj ects that do not fit directly into the standard
- grid, and that of objects Wthh are smaller than one grid cell.
" The current FDTD code uses a regularly spaced Cartesian

grid with deformed contours along the surface of the modeled

‘object [17]. This 1s called the contour FDTD method as

opposed to the older stcppcd-edge method

B Contour F)TD Method

ThlS method inv olves apply in g Amperc S and Faraday S

laws in thosc cells wherc Yee’s algorlthm is 1nsufﬁc1cnt to
’descrlbe the geometry of the ‘modeled ob] ect, i.e.,

cells
where the 1ntersectron of the Ob] ect’s ed lge and the cell is not

By applyrng Ampere S law along contour C and assurmng

that the average value of a field component along one side of
a contour is equal to the value of that component at the

m1dpomt of that s1de one may obta1n -

Us1ng the assumptrons that E (l 7, k) cquals the average
~value of E, over the surface Sl, Ax = Ay =06, and time
derlvatlves may be evaluated through a central difference
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where the superscrrpts 1nd1cate the trme step for each ﬁeld -
' ‘value Solvmg for E7* 1(l J» k) leads to the equatlon m ‘the
Yee algorlthm Wthh may also be derlved from the V >< H

equatlon

‘An example of how this may be apphed ina two-drmen--

s1onal transverse electnc (TE) case is shown in F1g 2.

: Contour C isa normal contour but Contours C and C are'
deformed along the dotted hnes The gorrthms for the three '

H, pomts ‘within the contours follow where H, 1mp11es the
1nd1catc the values

_value 1nsrdc the contour, E, 1 and E,_
‘of the E, components on the left and nght sides of the H,

 point, E _,and E__, indicate values of E, components on

. constants dependant on the medla of the contour

‘ Hf”+1 D H"+)b
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. assummg that the curved figure is a perfect eIectrlc conductor

Examples of spattally ortho gonal contours in free space (a) Am- "

“simple matter to transform
._ scatterer into a true contour model as long as the number of
- special cells are small in comparison to the total number of

of surface components ‘must be smaller than the number of
volume components Wthh 1s always truc for a reasonably
' large object.

‘the top and bottom of the H, pomt and D and D b are

(E"*‘z g E"+ + E"""‘i __ En+ ) (4) .

1205

~ Fig.2. Example of contour FDTD method, TE case.

b,
I ;
(l En+ _ lb En+:‘z‘ + l _ E;j%) (5) .

A area (C3)

(l . aE"+‘i__l En+-2- _ l | E"+ ) : (6)

Hn+l D Hn '

Hn+1

and that /,, /,, /,, and /, indicate lengths along the respective 1

(left, right, top, and bottom) sides of the contour, normallzed

to lengths of exactly 1.0 for the standard contour (C D)
- As may be seen -'-”?om (4) (6) ‘the drfferences between the

last two equatrons for the deformed contours and the ﬁrst

equatron for the standard contour are minimal. Thus, it is a |
the stepped-edge model of a

cells in the grid. This is analogous to saying that the number

The ratronale behr 1

. th1s approach is that it is more robust

' and more stable to have a simple algorithm, valid over most

~ of the grid with a slight modification at a few points, than to
have a complex algonthm which - may be used over the entire
~grid. The authors believe that this method will lead to

reduced computer stora ge and reduce runnmg times over

body-ﬁtted grlds and other nonre gular grlds

-'C nglzke Object ( Usmg Contour FDTD)

As an example of the contour method a wmgltke obJect .

. was modeled This object was suggestcd by General Dynam-
“ics, Inc. ‘as a test of the accuracy of the contour FDTD

method Fig. 3(a) shows a cross section of the object. The

length of the wing is 10 in, and its height is slightly less than
1 in at the center The object extends 12 in in the thrrd
_ _dlmensron o . o

- To pern 1t dlrect code-to—code valrdatlon of FDTD versus

-‘ an existing, well-characterized 2-D MM program, it was
* decided that all numerical modelmg runs should be m 2-D

(effectlvely lettmg the 12-in dimension of the object go to
infinity.) T 1S allows an - acceptable MM matrix size. In
addltton ‘both the FDTD and MM prcdrctrons are compared



1206 ~ IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 39, NO. 8, AUGUST 1991 |

| .srmulated throu gh the FDTD method because the rectangu-

- lar shape leads to a natural stepped-edge model. The wave-
- guide modeled has a width of Ny, and a length of 5 \;. Aline
'source is centered within the guide A\, /2 from the closed end.
Fig. 4(a) shows a contour map of the fields inside the guide:
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1 B o same as any found in an elementary textbook on electromag-

netic fields and waves. F1g 4(b) is a plot of the far-field
- S R R Bt A U R . pattern compared to that obtained using MM. Discrepancies
SN | | PR ISR (N RN I S /| U ! between the two sets of results at levels 35 dB or more below
- the main lobe are s1m11ar to those for the horns d1scussed in

~ some detail later. -
- To create the two horn antennas, flares are added to the
initial wavegulde adding \, to the total length, with a slope
 of either 1 or 1/2, correspondmg to flare angles of 45° and
26.6° respectively. The 45° horn is not much of a challenge,
because of the manner in which a 45° line passes through a

square grid. A portlon of this model is shown in Fig. 5(a),
- which demonstrates that by setting the media parameter of
‘the E, points along the flare to have the properties of metal,
~ the standard FDTD algorlthm may be used wrth no modrﬁ-
cation. ~ -
Fig. 6 shows the agreement between the FDTD results for
normalized aperture and phase of the electric field, and
results from MM for the 45° horn. It is apparent that these
two methods glve results whrch are v1rtually 1dentlca1 to the
For the 26 6° horn Wthh has a ﬂare sloped at 1/ 2 as seen
in Fig. 5(b), only two types of special cells exist (one for the
upper flare and one for the lower flare), and the al gorithm for
- these cells may be easily determined by slightly altering the
~ location of the H_ pornt through which the metal flare
~ passes. The E, point directly above this becomes a point
which is 1gnored in further computations, but the H, point

1.  AT10HO-RTM  (MoM)
r l' H_,,;_,_P -==we ATOHO-FOE (FD-YD)
vbecerans . ATOHO-MES (Measurpd)

|- l* l 4 ‘f"il_ | *j-.lh : |
-90 -60 -30 0 30 60 90
' AZIMUTH (DEGREES)

_UNCLASS IF IED o |

o Fig. 3. General Dynamics’ test object. '

to anechorc chamber measurements (although of course, this
~ data was obtamed for the orlgmal 3 D target, not the 2-D
1dealrzatron) - o S
"Fig. 3(b) shows the RCS over a range of angles for the. |
H /H polarization at 10 GHz, and mcludes the MM data in
~ addition to the FDTD and chamber data. It is clear that the
FDTD and MM data virtually overlay each other for observa-
tion angles between +60° and + 90 ~ where the smooth o
curve is being directly 1llummated and conformal surface
modehng is essential to obtain the proper RCS. Excellent
" agreement is also noted for observation angles between —90°
and =30°, where the flat side is being drrectly 1llum1nated
There is some disagreement of the predicted and measured

data at grazing illumination. However, the drsagrecment al  above that and the H point to its left also become specral

these relatively low RCS levels is hkely a consequence of the points. Finally, the H point to the right of the E, point is

idealized, 2-1) moce's Veris the 3-D physrcs actually bemg ~also ignored in further comPUtatlons A similar process will
modeled in the anecho_1c chamber o L o

apply to the bottom flare. The al gorlthm for these special
- cells is repeated from the end of the waveguide to the end of
the horn, along the full length of the flare. '

- Fig. 7 demonstrates the aperture field agreement of magni-
tude and phase data between the tWO methods for the 26.6°
- horn As the aperture ﬁelds appear the same, the next item of
interest was the far—ﬁeld patterns This comparlson (Fig. 8)

-_ showed some a greement in the main lobe, but not anywhere -

III MODELS AND VALIDATIONS -
A Structures Modeled by FDTD

- The work in FDTD modelmg of radlatmg structures bcgms

with a 2-D rectangular waveguide excited by a point source
Next a flare of either 45° or 26.6" is added ‘these horns are

- validated agamst MM for both the aperture fields and the far

~ and also emerging from the guide. This picture is clearly the

fields. Next the flared horn is used to excite a parabolically-
shaped reflector, and the resultlng far-field pattern is exam-

‘ined and compared with a far-field pattern generated from

‘MM. Finally, two 3-D structures are modeled: a rectangular '
waveguide, and the same waveguide flared into a H-plane
sectoral horn. The far-field pattern of the waveguide is

compared agamst an MM model. The far-field pattern of the
horn is shown. In addition, a third-dimensional wavegulde 1S
o -used in a hyperthermra applrcatron and a vahdatron s grven

" B. Waveguzdes and Horns in T wo Dzmenszons

- The initial ob_] ect to be modeled is a srmple 2-D wave-
gurde. This is one of the 131mplest radiating objects that can be

else. This was a matter ‘which caused mild consternation
\when it was first d1scovered because conventlonal wisdom in
this area suggests that near fields which are even slightly |
dlfferent w111 produce similar far fields, due to the fact that
going from near fields to far fields myolves an integration,
“which should average out small errors. Here, however, this

is not the case. Extremely close near ﬁelds are producmg
' rather d1st1nct far-field patterns.

The first questron to be asked is whrch far—ﬁeld pattern 1S
correct, if either. The MM model uses 10 sample points per

wavelength, and a pulse—current expansron ‘with point match-

ing. Under the assumption that this formulation was suitable
for this problem the number of sample points per wave-
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lengtl was varted to 20

‘Thas a definite effect on the sidelobes, and fur

the number of samples 1 increases. Thus, it has been oonclu

' ‘number of samples per waveleng

h, and for mod

objects such as this, 10 samples is not enough and 40 must '
1er cholces of MM

- be used. In addltton it is possible that ot
~ current-expansion and weighting functlons could give some-
e ,1% dly in the low- radlated eld

what dlﬂ’erent results esf
region.

ied. First, what is the effect of the radiation boundary condi-

‘tions (RBC’s)? For a tnne—marchlng code, this is simple to

__ ‘determine by 1ncreafsmg the size the grid in such a manner
~ that the earliest pos: s1ble ref ectlons from the boundar

- reach the portion of the grtd that is of interest in the number
‘~of ttrne steps for Wthh ";e code 1s

ADIATION -

Fig. 5.
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1 . 30 and 40 The results of thls- "
‘examination are shown in Fig. 9. It is clear that this variation
has little if any effect in the main lobe, but the sa npling rate

and f the area of
the pattern which is affected moves to the s1des and down as
that the dynamic range of MM is ‘highly depende t on the

For the FDTD model more poSS1b111t1es ex1st to be stud- '

/ cannot

un. ThIS can be COIlSId- farther from the object whrle mamtannng the t1me-gat1ng of

1207

. (b) L o .' - o Eg
A portlon of the FDTD grld for the TM horns (a) 45° horn. -

— MM
¢ FDTD .

’“';1-5 0 os 00 05 10 15
Dtstance Acrose Horn Aperture |

@

MM

07 A e FDTD

‘Phase (degrees)

S .-15 -10 -05 00 05 10 15

Distance Across Horn Aperture

(b)

N F1g 6 Norrnahzed aperture data for the 45° horn TM case. (a) Magm-

tude (b) Phase

| ered time- gatlng out the RBC S. F1g 10(a) shows the results
of this tnne-gatlng Tt is clear that the RBC’s perturb the

computed pattern, parttcularly at levels of — 40 dB and lower

- compared to the main beam.

The next change was to move the contour of 1nte gration
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attempt, but there are still dlfferences in the range of the

- zoidal
. fapprecrable difference in the patterns

to far field have been elim

; was achleved the 26.6° horn was placed in two systems
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Fig. 10. Far-ﬁeld data for the 26.6° horn TM case. (a) FDTD patterns

showing effects of RBC’
plane to RBC .

(b) Patterns show ing varled distance from S,

1the RBC’s In a standard FDTD code wh1ch produces good

results in most cases, this contour is at least one wavelength

away from the obJect Flg 10(b) shows the variation in the
far-field pattern, as this distance is 1ncreased It is clear that

~ the placement of the 1ntegratlon contour can also perturb the ﬁ
- computed pattern at levels of —40 dB and below.

 Fig. 11 compares the most accurate MM and FDTD _
There is a substantial improvement over the initial

pattern with low-level ﬁelds A change of method of 1ntegra—-

tion of the FDTD near ﬁelds was. 1nvest1gated from trape- '
ule to ‘Simpson’s rule, but thlS d1d not make any

- Since the pos51b111t1es of error in going from the near ﬁeld

flnated by the changes discussed,

~ the next item to examine is the near fields themselves. It has
been shown that
~ wavelengtt
' spacing of 16 cells per wavelength If MM requires a hlgher
- spatial samphng rate for this type of model perhaps FDTD
does as well ThlS 1s le? foﬁ future inve stlgatlon .

FDTD requires a grid spacing of 10 cells per
[10] , and the models to this point-have used a

.C Horn-Fed %arabolzc Antennas in Two Dzmensxons ,

S er reasonable certalnty of the results of the 2-D horns |

contammg both a horn and a parabohc reﬂector The differ-

ence bctween the sy stems s the dlstance between the phase
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" Fig. 11.
o final comparlson

- center of the horn and the parabola Thrs phase center of the ‘

horn is located at the focus of the parabola in the first system,
and in the second system it is one wavelength closer than the
focus. Each system features a parabola with an opening width

of 50 A,. The two systems, including both the horns and the
‘were modeled us1ng the contour method de-

“parabolas,
- scribed above.

The parabola run on a srngle processor of a Cray 2 used

' approxrmately 50 min of CPU time for the FDTD versron

“and 150 min for the MM version at 40 current sources per

wavelength ‘The latter was shown to be requrred by a
convergence study, as seen in Frg 12(b) '

The far-field plots for these two systems are shown 1n Flg

13. The variation in far ﬁelds appears most notrceable in the

‘main lobe of the pattern It appears that placrng the horn such

that its phase center is sllghtly closer to the parabola than the -

focal point (Fig. 13(b)) gives a roughly flat region behind the
horn, ‘and Ohly a small amount. of scattermg behrnd the o

_ parabola

D Waveguzdes and Horns m T hree Dzmenszons

_, FDTD modelrng of two 3- D radlatlng structures an open— -
ended wavcgurde and a horn antenna, is now con31dered The
horn is developed from the waveguide, which has the follow-
ing dimensions. The cross section is 2\, /3 in the y direction
~and A\, /3 in the zZ d1rect10n The length in the x directionis
2 N\ A line source (monopole) oscillates smusmdally N/3
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~ horn atfocus =—=<
(a)
0

E |

A 10
-] m——— A

-3 - 30

'é — 40

o .

s oz 315 360
| ' Angle (degrees) o o

()

Flg 12 Far-field data for parabola of 50 )\0 width, horn fed at focus, MM
~ patterns for various number of patches per wavelength -

" Far-field (dB)

o 9 - 13) - 20 360

from closed end in the x direction, centered in the y .

direction, and extendmg from the top to bottom 1n the % i

“direction. Thc horn adds a ﬂare perpendlcular to the x- -y

‘plane, at an angle of 45° to the sides of the wavegurde and B f N

extcndmg the full z helght of the structure

Validation of the FDTD model was accomphshed by com—- .

. parison of the computed far—radlated fields with results ob-
' tained from a triangular surface patchrng MM code. The
“resolution of the MM code was varled from 10 patches per

' wavelength up to a maxrmum of 20 patches per wavelength

- Little change was noted in comparrson with the MM results L
from lower-resolution models. It is apparent from Fig. 140)
that MM and FDTD results agree reasonably well for this

‘ 81mple wavegurde Runnlng times for the two codes were

~also comparable Frg 15(b) shows the FDTD computed
far—ﬁeld pattern of the horn '

—— MM
~ FDTD

)
=
2
s
-3
B
804 .
e 80 1 20 30
- o  Angle (degrees) . = |

Frg 13 Far—ﬁeld data for parabola of 50 o width. (a) Horn fed at focus

(b) Horn fed )\0 closer than focus
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. F1g 14 Three—dlmens1onal wavegulde far ﬁelds ¢ sweep, 6 = 90°, Ee
- polarization. -

E. Hyperthermza Applzcatzon

Hypertherrma 1S the use of heat to elevate the temperature
of a tumor to greater than 42°C. In combination with radia-

‘tion or chemotherapy it has shown promising results in the

‘treatment of small surface tumors. Major problems which

exist in clinical hypertherm1a are: maximizing the therapeutic
effects of tumor temperature drstrrbutron minimizing normal
tissue damage, and ensuring deposned power is confined to

~ the. target tumor volume. Power is applled through electro- '

~ magnetic (EM) apphcators wh1ch can take the form of

dielectrically loaded waveguides.. v -
A semi-automated, real-time, patlent—specrﬁc hyperthermla

model has been developed using computer vision Ssystem
' technology and FDTD analys1s [18] Through the use of
computer vision, a patlent S computed tomography (CT) scans
~ are analyzed to reconstruct a complex, 3-D tissue geometry

[19], [20]. These data are transformed into- a form suitable

for the FDTD method. Luckily, biologic tissue is lossy
enough that a stepped—edge geometry 1s sufficient for good

“accuracy. The EM appllcator is then inserted inte the FDTD

grid, and the program is run to give an accurate picture of the
~ power deposrtron The correct appllcator and incident power
‘can then be selected on the basis of this run to prov1de the

desired locahzatron and uniform heat in the tumor volume.
In three drmensmns a water-—loaded rectangular wavegurde

equation approach. F1g 16(a) shows the geometry of the
~ model. In the Athens group’s problem the tissue structure is

an infinite layer of muscle. The 5.6 X 2.8 X 2.8 cm® wave-

- guide is excited by a line source at 432 MHz, which creates
an 1nc1dent power of 1 W on the trssue structure The FDTD '

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 39, NO. 8, AUGUST 1991
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< .
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Frg 15. Three-drmensmnal flared horn, far ﬁelds q& sweep, 0 = 90 Ee

polarlzatlon

“model assumes the 1nﬁn1te d1mens1ons of the structure may
' be modeled by half a skin depth in any direction.

Frgs 16(b) and 16(c) show a comparlson of the FDTD '

‘results and those of the 1ntegra1 equatlon solver for penetrat-
ing electrlc field contours at the skm fat 1nterface and at the
~ fat-muscle interface, respectively. Because of symmetry, only

a quadrant of the ﬁeld dlstrlbutron is shown

IV SUMMARY AND CONCLUSION

Th1s paper has demonstrated that the FDTD method 18
“valid for use in modellng of radratrng structures. Based on
this va11d1ty, the contour FDTD method has been proven to

“be a new and useful tool for modehng vanous reflector
'systems and some brologrc problems While it is recogmzed

that th1s method has some lrmrtatlons the authors can foresee

‘a time in the future when these problems will have been

solved, and FDTD will be a standard tool for the analy sis of

electromagnetrc interactions mvolvmg large objects.

There are several 1mportant issues affectmg computatlonal

-dynamlc range From the dlscussron of the 26.6° horn, it is
~clear that nelther MM nor current FDTD methods can be .
blmdly applled to antennas or scatterers wh1ch have a broad

angular range of far fields lower than — 40 dB relative to the

‘main lobe or the incident beam. Changmg the FDTD grld-
~ ding to a finer spatial samplmg, using brute—force methods to

eliminate the effects of the RBC’s, and calculatmg the best
1s used to 111um1nate a tissue structure similar to that modeled

by a University of Athens group [21] through an integral

_1ntegratlon from the near field pornts seem to be ways to
~achieve more accurate results and hence, greater dynarmc

range However thrs reasonmg 1s only valrd in two drmen-. :

-"SlOIlS
a layered half-space with 0.5 cm of skin, 1.0. cm of fat and

In three d1mens1ons ‘many thmgs change The MM matrrx _

size increases by an order of magmtude which causes the
inversion or solution time to increase by three orders of

magmtude For the FDTD code time-gating out the RBC
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e Integral Equatmn Results o
e FDTD Result.s S

14 cm

5 mm into material ( skin/fat interface )

15 mm into material ( muscle/fat interface )
Fig. 16. Hyperthermia application.

reﬂectlons is 1mpractlcal because it increases the volume of

- space in which the time marching takes place, which is much

worse than simply increasing the area in two dimensions. The
fields themselves also change in three dimensions, go1ng

from an r~%° dependance to an r~! dependence. Perhaps

fields will be weaker upon reaching the grid boundaries. An
important point to note is that for antenna problems FDTD
~ and MM are similar in that after one large solution is worked

out (time marching of fields or matrix inversion,) finding the
antenna pattern 1s simply a matter of a number of 1ntegrat1ons

- or a number of matrix multiplies. .
Improved RBC’s exist, and these must be exammed in both

two and three dimensions in the context of problems of this
~class. In addition, the standard second-order Yee differencing’

algorithm may itself be unsuitable for problems such as

these. It may be necessary to use a fourth-order scheme to

achieve the requisite accuracy while maintaining 0.1 A,

(relatrvely coarse) spatial resolution. This also must be exam—-
ined in both two and three dimensions. '

' [4] P. M. Russo, R. C. Rudduck, and L. Peters, Jr.,

6]

21
this will reduce the negative effects of the RBC’s because the N
s

114]

151

N8
~ Finally, assuming these modifications are sufficient, large |
- 3-D problems may be attempted These models will have to

1L

be verified cxpenmentally _ as the MM equ1valent models will

be too large to run on today S computers In a reasonable ‘

' amount of time. B
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