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Invited Paper

Applications of the finite-difference time-domain (FD–TD) method for numerical modeling of electromagnetic wave interactions with structures are reviewed, concentrating on scattering and radar cross section (RCS). A number of two- and three-dimensional examples of FD–TD modeling of scattering and penetration are provided. The objects modeled range in nature from simple geometric shapes to extremely complex aerospace and biological systems. Rigorous analytical or experimental validations are provided for the canonical shapes, and it is shown that FD–TD predictive data for near fields and RCS are in excellent agreement with the benchmark data. It is concluded that, with continuing advances in FD–TD modeling theory for target features relevant to the RCS problem, and with continuing advances in vector and concurrent supercomputer technology, it is likely that FD–TD numerical modeling will occupy an important place in RCS technology in the 1990s and beyond.

I. INTRODUCTION

Accurate numerical modeling of the radar cross section (RCS) of complex objects is difficult. Typical structures of interest have shapes, apertures, cavities, and material compositions or loadings which produce near fields that cannot be resolved into finite sets of modes or rays. Proper numerical modeling of such near fields requires sampling at subwavelength resolution to avoid aliasing of magnitude and phase information. The goal is to provide a self-consistent model of the mutual coupling of electrically small regions (space cells) comprising the structure.

A candidate numerical modeling approach for this purpose is the finite-difference time-domain (FD–TD) solution of Maxwell’s curl equations. This approach is analogous to existing finite-difference solutions of fluid-flow problems encountered in computational aerodynamics, in that the numerical model is based on a direct solution of the governing partial differential equation. Yet FD–TD is a nontraditional approach to numerical electromagnetic modeling, where frequency-domain approaches have dominated.

FD–TD is very simple in concept and execution. Yet it is remarkably robust, providing highly accurate modeling predictions for a wide variety of electromagnetic wave interaction problems. One of the goals of this paper is to demonstrate that recent advances in FD–TD modeling concepts and software implementation, combined with advances in supercomputer technology, have expanded the scope, accuracy, and speed of FD–TD modeling to the point where it may be the preferred choice for scattering problems involving complex, electrically large, three-dimensional structures. With this in mind, this paper will succinctly review the following FD–TD modeling validations:

1) Canonical two-dimensional targets
   a) Square metal cylinder, TM polarization
   b) Circular muscle-fat-layered cylinder, TE polarization
   c) Homogeneous, anisotropic, square material cylinder, TM polarization
   d) Circular metal cylinder, conformally modeled, TE and TM polarization
   e) Flanged metal open cavity
2) Canonical three-dimensional targets
   a) Metal cube, broadside incidence
   b) Flat conducting plate, multiple monostatic RCS observations
   c) T-shaped conducting target, multiple monostatic RCS observations

The potential of FD–TD for modeling noncanonical, indeed very complex, three-dimensional objects will then be illustrated by reviewing published work which investigated the penetration of VHF and UHF plane-wave energy...
II. General Characteristics of FD-TD

As stated, FD-TD is a direct solution of Maxwell's time-dependent curl equations. It employs no potentials. Instead, it applies simple second-order accurate central-difference approximations [1] for the space and time derivatives of the electric and magnetic fields directly to the respective differential operators of the curl equations. This achieves a sampled-data reduction of the continuous electromagnetic field in a volume of space over a period of time. Space and time discretizations are selected to bound errors in the sampling process and to ensure numerical stability of the algorithm [2]. Electric and magnetic field components are interleaved in space to permit a natural satisfaction of tangential field continuity conditions at media interfaces. Overall, FD-TD is a marching-in-time procedure which simulates the continuous actual waves by sampled-data numerical analogs propagating in a data space stored in a computer. At each time step, the system of equations to update the field components is fully explicit, so that there is no need to set up or solve a system of linear simultaneous equations. As a consequence, the required computer storage and running time is dimensionally low, proportional only to \( N \), where \( N \) is the number of electromagnetic field unknowns in the volume modeled.

Fig. 1(a) illustrates the time-domain wave tracking concept of the FD-TD method. A region of space (within the dashed line) is selected for field sampling in space and time. At time = 0, it is assumed that all fields within the numerical sampling region are identically zero. An incident plane wave is assumed to enter the sampling region at this time. Propagation of the incident wave is modeled by the commencement of time-stepping, which is simply the implementation of the finite-difference analog of the curl equations. Time stepping continues as the numerical analog of the incident wave strikes the modeled target embedded within the sampling region. All outgoing scattered wave analogs ideally propagate through the lattice truncation planes with negligible reflection to exit the sampling region. Phenomena such as induction of surface currents, scattering and multiple scattering, penetration through apertures, and cavity excitation are modeled time step by time step by the action of the curl equations analog. Self-consistency of these modeled phenomena is generally assured if their spatial and temporal variations are well resolved by the space and time sampling process.

Time stepping is continued until the desired late-time pulse response or steady-state behavior is achieved. An important example of the latter is the sinusoidal steady state, wherein the incident wave is assumed to have a sinusoidal dependence, and time stepping is continued until all fields in the sampling region exhibit sinusoidal repetition. This is a consequence of the limiting amplitude principle [3]. Extensive numerical experimentation with FD-TD has shown that the number of complete cycles of the incident wave required to be time stepped to achieve the sinusoidal steady state is a function of two (possibly related) factors:

1) **Target electrical size.** Numerical wave analogs must be permitted time to propagate in the FD-TD computational lattice to causally connect the physics of all regions of the target. For many targets, this requires a number of time steps sufficient to permit at least two complete front-to-back-to-front traverses of the target by a wave analog traveling at the speed of light. For example, assuming a target spanning a maximum of 10 wavelengths, it is reasonable to assume that about 40 complete cycles of the incident wave should be time-stepped (as a minimum) to achieve the sinusoidal steady state. Using a space resolution of 10 lattice cells per wavelength, this corresponds to 800 time steps.

2) **Target Q factor.** Targets having well-defined low-loss cavities or low-loss dielectric compositions may require the number of complete cycles of the incident wave to be time-stepped to approach the \( Q \) factor of the cavity resonance. Because the \( Q \) factor can be large even for electrically small or moderate size cavities, this consideration can dictate how many time steps the FD-TD code must be run to achieve the sinusoidal steady state.

Table 1 summarizes the number of sinusoidal cycles needed to achieve the steady state for a wide range of structures modeled using FD-TD over the past 15 years. In the RCS area, it has been found that target electrical size has proven to be the dominant factor. Cavities for RCS-type problems tend to be open, and therefore low \( Q \); and the use of radar-absorbing material (RAM) serves further to reduce \( Q \) factors of structural resonances.

![Fig. 1. Basic elements of FD-TD space lattice. (a) Time-domain wave tracking concept. (b) Lattice unit cell in Cartesian coordinates [1].](image-url)
Table 1 Convergence of FD-TD to Sinusoidal Steady State

<table>
<thead>
<tr>
<th>Number of Sinusoidal Cycles Needed</th>
<th>General Structure Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 5</td>
<td>Convex 2-D metal targets spanning less than 1 ( \lambda_0 ), TM case</td>
</tr>
<tr>
<td></td>
<td>Lossy 3-D structures, especially those comprised of biological tissue media</td>
</tr>
<tr>
<td>5–20</td>
<td>Convex 2-D metal targets spanning 1–5 ( \lambda_0 ), TE case</td>
</tr>
<tr>
<td></td>
<td>Convex 2-D dielectric targets spanning 1–5 ( \lambda_0 ), TM and TE cases</td>
</tr>
<tr>
<td></td>
<td>Convex 3-D metal targets spanning 1–5 ( \lambda_0 )</td>
</tr>
<tr>
<td>20–40</td>
<td>3-D metal wires and rods spanning on the order of 1 ( \lambda_0 ), excited near a resonance</td>
</tr>
<tr>
<td></td>
<td>General 3-D metal targets spanning up to 10 ( \lambda_0 ), including corner reflectors and open cavities</td>
</tr>
<tr>
<td>≥ 40</td>
<td>Deeply reentrant 3-D metal targets (such as engine inlets) spanning 10 ( \lambda_0 ) or more</td>
</tr>
<tr>
<td>≥ 100</td>
<td>3-D metal targets of arbitrary electrical size, but having aperture/cavity resonances of moderate to high Q, and excited very near such a resonance</td>
</tr>
</tbody>
</table>

Fig. 1(b) illustrates the positions of the electric and magnetic field components about a unit cell of the FD-TD lattice in Cartesian coordinates [1]. Note that each magnetic field vector component is surrounded by four circulating electric field vector components, and vice versa. This arrangement permits not only a centered-difference analog to the space derivatives of the curl equations, but also a natural geometry for implementing the integral form of Faraday’s law and Ampère’s law at the space-cell level. This integral interpretation permits a simple but effective modeling of the physics of smoothly curved target surfaces, as will be seen later.

Fig. 2 illustrates how an arbitrary three-dimensional scatterer is embedded in an FD-TD space lattice comprised of the unit cells of Fig. 1(b). Simply, the desired values of electrical permittivity and conductivity are assigned to each electric field component of the lattice. Correspondingly, desired values of magnetic permeability and equivalent conductivity are assigned to each magnetic field component of the lattice. The media parameters are interpreted by the FD-TD program as local coefficients for the time-stepping algorithm. Specification of media properties in this component-by-component manner results in a stepped-edge, or staircase, approximation of curved surfaces. Continuity of tangential fields is assured at the interface of dissimilar media with this procedure. There is no need for special field matching at media interface points. Stepped-edge approximation of curved surfaces has been found to be adequate in the FD-TD modeling problems studied in the 1970s and early 1980s, including wave interactions with biological tissues [4], penetration into cavities [5]–[7], and electromagnetic pulse (EMP) interactions with complex structures [8]–[10]. However, recent interest in wide-dynamic-range models of scattering by curved targets has prompted the development of surface-conforming FD-TD approaches which eliminate staircasing. These are summarized in a later section.

III. REVIEW OF FD-TD ALGORITHM DETAILS

Table 2 lists the six coupled equations for the electric and magnetic fields which comprise Maxwell’s equations in Cartesian coordinates. Table 3 lists the assumed space–time

Table 2 Maxwell’s Curl Equations in Cartesian Coordinates

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1a) ( \frac{\partial E_x}{\partial t} + \frac{1}{\mu} \frac{\partial E_y}{\partial z} = \frac{\partial E_z}{\partial y} - \rho' H_z )</td>
<td>Electric field equations</td>
</tr>
<tr>
<td>(1b) ( \frac{\partial H_y}{\partial t} = \frac{1}{\mu} \frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} - \rho' H_z )</td>
<td></td>
</tr>
<tr>
<td>(1c) ( \frac{\partial H_z}{\partial t} = \frac{1}{\mu} \frac{\partial E_y}{\partial x} - \frac{\partial E_x}{\partial y} - \rho' H_z )</td>
<td></td>
</tr>
<tr>
<td>(1d) ( \frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon} \frac{\partial H_y}{\partial z} - \frac{\partial H_z}{\partial y} - \sigma E_x )</td>
<td>Magnetic field equations</td>
</tr>
<tr>
<td>(1e) ( \frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon} \frac{\partial H_z}{\partial x} - \frac{\partial H_x}{\partial y} - \sigma E_y )</td>
<td></td>
</tr>
<tr>
<td>(1f) ( \frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon} \frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial x} - \sigma E_z )</td>
<td></td>
</tr>
</tbody>
</table>

where

- \( E_x, E_y, E_z \) = Cartesian components of electric field, volts/meter
- \( H_x, H_y, H_z \) = Cartesian components of magnetic field, amperes/meter
- \( \varepsilon \) = electric permittivity, farads/meter
- \( \sigma \) = electric conductivity, siemens/meter
- \( \mu \) = magnetic permeability, henrys/meter
- \( \rho' \) = equivalent magnetic loss, ohms/meter

Table 3 Central-Difference Approximations to Space and Time Partial Derivatives

<table>
<thead>
<tr>
<th>Partial Derivative</th>
<th>Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2a) ( (i, j, k) = (i\Delta x, j\Delta y, k\Delta z) )</td>
<td></td>
</tr>
<tr>
<td>(2b) ( F^n(i, j, k) = F((i\Delta x, j\Delta y, k\Delta z, n\Delta t) )</td>
<td></td>
</tr>
<tr>
<td>(3a) ( \frac{\partial F^n(i + \frac{1}{2} j, k) - F^n(i - \frac{1}{2} j, k)}{\Delta x} + \text{order} (\Delta x^2) )</td>
<td></td>
</tr>
<tr>
<td>(3b) ( \frac{\partial F^n(i, j + \frac{1}{2} k) - F^n(i, j - \frac{1}{2} k)}{\Delta y} + \text{order} (\Delta y^2) )</td>
<td></td>
</tr>
</tbody>
</table>

For a cubic space lattice, \( \Delta x = \Delta y = \Delta z = \Delta t \).
Table 4 Examples of Finite-Difference Expressions to Time-Step Field Vector Components

\[
H_{s}^{n+1/2}(i, j + \frac{1}{2}, k + \frac{1}{2}) = \frac{1 - \rho(i, j + \frac{1}{2}, k + \frac{1}{2}) \Delta t}{2 \mu(i, j + \frac{1}{2}, k + \frac{1}{2})} \cdot \frac{1}{1 + \rho(i, j + \frac{1}{2}, k + \frac{1}{2}) \Delta t} \cdot \left[ \frac{E_{z}^{n+1/2}(i, j + 1, k + \frac{1}{2}) - E_{z}^{n+1/2}(i, j + \frac{1}{2}, k)}{\Delta z} + \frac{E_{z}^{n+1/2}(i, j + \frac{1}{2}, k + 1) - E_{z}^{n+1/2}(i, j + \frac{1}{2}, k)}{\Delta y} \right]
\]

\[E_{s}^{n+1/2}(i, j, k + \frac{1}{2}) = \frac{1 - \sigma(i, j, k + \frac{1}{2}) \Delta t}{2 \varepsilon(i, j, k + \frac{1}{2})} \cdot E_{s}^{n+1/2}(i, j, k) + \frac{1}{1 + \sigma(i, j, k + \frac{1}{2}) \Delta t} \cdot \left[ \frac{H_{s}^{n+1/2}(i + \frac{1}{2}, j + \frac{1}{2}, k + 1) - H_{s}^{n+1/2}(i - \frac{1}{2}, j, k + \frac{1}{2})}{\Delta x} + \frac{H_{s}^{n+1/2}(i + \frac{1}{2}, j - \frac{1}{2}, k + \frac{1}{2}) - H_{s}^{n+1/2}(i + \frac{1}{2}, j + \frac{1}{2}, k + \frac{1}{2})}{\Delta y} \right]
\]
ulation of an incident plane wave in the total-field region with arbitrary angle of incidence, polarization, time-domain waveform, and duration [11], [12]. Three additional important benefits arise from this lattice division as follows.

1) Large near-field computational dynamic range. Because the target of interest is embedded in the total-field region, low total-field levels in shadow regions or within shielding enclosures are computed directly without suffering subtraction noise (as would be the case if scattered fields in such regions were time-stepped, and then added to a canceling incident field to obtain the low total-field levels). Avoidance of subtraction noise is the key to obtaining near-field computational dynamic ranges exceeding 60 dB [5].

2) Natural satisfaction of electromagnetic boundary conditions. Embedding the target in the total-field region permits a natural satisfaction of tangential field continuity across media interfaces, as discussed earlier, without having to compute the incident field at possibly thousands or tens of thousands of points along complicated media-interface loci that are unique to each target. The zoning arrangement of Fig. 3(a) requires computation of the incident field only along the rectangular connecting surface between total-field and scattered-field regions. This surface is fixed, that is, independent of the shape or composition of the enclosed target being modeled. A substantial benefit in computer running time arises as a result, a benefit that increases as the complexity of the target increases.

3) Systematic computation of bistatic RCS. The provision of a well-defined scattered-field region in the FD-TD lattice permits the near-field to far-field transformation illustrated in Fig. 3(b). The dashed virtual surface (field observation locus) shown in Fig. 3(b) can be located along convenient lattice planes in the scattered-field region of Fig. 3(a). Tangential scattered $E$ and $H$ fields computed via FD-TD at this virtual surface can then be weighted by the free-space Green’s function and then integrated (summed) to provide the far-field response and RCS (full bistatic response for the assumed illumination angle) [12]-[14]. The near-field integration surface has a fixed rectangular shape and thus is independent of the shape or composition of the enclosed target being modeled.

Fig. 3(a) uses the term “lattice truncation” to designate the outermost lattice planes in the scattered-field region. The fields at these planes cannot be computed using the centered-differencing approach discussed earlier because of the assumed absence of known field data at points outside of the lattice truncation. These data are needed to form the central differences. Therefore, an auxiliary lattice truncation condition is necessary. This condition must be consistent with Maxwell’s equations in that an outgoing scattered-wave numerical analog striking the lattice truncation must exit the lattice without appreciable nonphysical reflection, just as if the lattice truncation was invisible.

It has been shown that the required lattice truncation condition is really a radiation condition in the near field [15]-[17]. A very successful second-order accurate finite-difference approximation of the exact radiation condition in Cartesian coordinates was introduced in [11]. This approximation was subsequently used in a variety of two- and three-dimensional FD-TD scattering codes [12]-[14], yielding excellent results for both near and far fields. (For example, all FD-TD results in this paper, with the exception of the missile seeker model of Section VI, were obtained using these codes.) However, recent interest in wide-dynamic-range models of scattering has prompted research in the construction of even more accurate near-field radiation conditions, including fixed third-order approximations [18], [19], adaptive conditions [20], and predictor-corrector conditions [21]. The goal here is to reduce the numerical lattice noise due to nonphysical reflections of wave analogs at the lattice truncations by at least one order of magnitude (20 dB) relative to that achieved by the second-order condition of [11].

IV. FD-TD MODELING VALIDATIONS FOR CANONICAL TWO-DIMENSIONAL TARGETS

Analytical and code-to-code validations have been obtained relative to FD-TD modeling of a wide variety of canonical two-dimensional targets. Both convex and reentrant (cavity-type) shapes have been studied. Further, target material compositions have included perfect conductors, homogeneous and inhomogeneous lossy dielectrics, and anisotropic dielectric and permeable media. Selected validations will be reviewed here.

A. Square Metal Cylinder, TM Polarization [12]

Here we consider the scattering of a TM-polarized plane wave obliquely incident upon a square metal cylinder of electrical size $k_o s = 2$, where $s$ is the side width of the cylinder. The FD-TD grid employs square unit cells of size $s/20$, and the grid truncation (radiation boundary) is located at a uniform distance of 20 cells from the cylinder surface.

Fig. 4 compares the magnitude and phase of the cylinder surface electric current distribution computed using FD-TD to that computed using a benchmark frequency-domain electric-field integral equation (EFIE) method-of-moments (MoM) code. The MoM code assumes target symmetry and discretizes one-half of the cylinder surface with 84 divisions. The FD-TD computed surface current is taken as $\hat{n} \times \hat{H}_{\text{tan}}$, where $\hat{n}$ is the unit normal vector at the cylinder surface and $\hat{H}_{\text{tan}}$ is the FD-TD value of the magnetic field vector component in free space immediately adjacent to the cylinder surface. From Fig. 4 we see that the magnitude of the FD-TD computed surface current agrees with the MoM solution to better than $\pm 1\%$ ($\pm 0.09$ dB) at all comparison points more than 2 FD-TD space cells from the cylinder corners (current singularities). The phase of the FD-TD solution agrees with the MoM solution to within $\pm 3^\circ$ at virtually every comparison point, including the shadow region.

B. Circular Muscle-Fat-Layered Cylinder, TE Polarization [22]

Here we consider the penetration of a TE-polarized plane wave into a 15-cm-radius muscle-fat-layered cylinder. The inner layer (radius 7.9 cm) is assumed to be comprised of muscle having a relative permittivity of 72 and a conductivity of 0.9 S/m. The outer layer is assumed to be comprised of fat having a relative permittivity of 7.5 and a conductivity of 0.048 S/m. An illumination frequency of 100 MHz is modeled, with the FD-TD grid cell size set equal to 1.5 cm (approximately 1/24 wavelength within the muscle). A
stepped-edge (staircase) approximation of the circular layer boundaries is used.

Fig. 5, taken from [22], shows the analytical validation results for the magnitude of the penetrating electric field vector components along two cuts through the muscle-fat cylinder, one parallel to the direction of propagation of the incident wave, and one parallel to the incident electric field vector. The exact solution is obtained by summing sufficient terms of the eigenfunction expansion to assure convergence of the sum. Excellent agreement of the FD-TD and exact solutions is noted, even at jump discontinuities of the field or the slope of the field distribution that occur at the layer boundaries. This fine agreement is observed despite the stepped-edge approximation of the circular layer boundaries.

C. Homogeneous, Anisotropic, Square Material Cylinder, TM Polarization [23]

The ability to independently specify electrical permittivity and conductivity for each $E$ vector component in the FD-TD lattice, and magnetic permeability and equivalent conductivity for each $H$ vector component, leads immediately to the possibility of using FD-TD to model material targets having diagonal-tensor electric and magnetic properties. No alteration of the basic FD-TD algorithm is required. The more complicated behavior associated with off-diagonal tensor components can also be modeled, in principle, with some algorithm complications [24].

Recent development of analytical and numerical treatment of coupled surface combined-field integral equations (CFIE) for modeling scattering by arbitrarily shaped two-dimensional anisotropic targets [23] has permitted detailed tests of the accuracy of FD-TD anisotropic models. Fig. 6 illustrates the results of one such test. Here the magnitude of the equivalent surface electric current induced by TM illumination of a square anisotropic cylinder is graphed as a function of position along the cylinder surface for both

---

**Fig. 4.** Comparison of FD-TD and EFIE-MoM results for longitudinal surface electric current distribution induced on a perfectly conducting square cylinder of size $k_0 s = 2$. (a) Magnitude. (b) Phase [12].

**Fig. 5.** Comparison of FD-TD and exact summed-eigenfunction solutions for distributions of penetrating electric field vector components within a circular muscle-fat-layered cylinder, TE polarization case at 100 MHz [22].
Recently three different types of FD–TD conformal surface models have been proposed and examined for scattering problems:

1. **Locally distorted grid models.** These preserve the basic Cartesian grid arrangement of field components at all space cells except those immediately adjacent to the target surface. Space cells adjacent to the target surface are deformed to conform with the surface locus. Slightly modified time-stepping expressions for the field components in these cells are obtained by applying either a modified finite-volume technique [26] or the integral form of Faraday's law and Ampère's law about the perimeters of the deformed space cells [27].

2. **Globally distorted grid models, body fitted.** These employ available numerical mesh generation schemes to construct non-Cartesian grids which are continuously and globally stretched to conform with smoothly shaped targets. In effect, the Cartesian grid is mapped to a numerically generated coordinate system wherein the target surface contour occupies a locus of constant equivalent “radius.” Time-stepping expressions are adapted either from the Cartesian FD–TD case [28] or from a characteristics-based method used in computational fluid dynamics [29].

3. **Globally distorted grid models, unstructured.** These employ available mesh generation schemes to construct non-Cartesian grids comprised of an unstructured array of space-filling cells. Target surface features are appropriately fit into the unstructured grid, with local grid resolution and cell shape selected to provide the desired geometric modeling aspects. An example of this class is the control-region approach discussed in [30].

Research is ongoing for each of these types of conformal surface models. Key questions concerning the usefulness of each model include the following:

1) Computer resources involved in mesh generation
2) Severity of numerical artifacts introduced by grid distortion, including numerical instability, dispersion, nonphysical wave reflection, and subraction noise limitation of near-field computational dynamic range
3) Comparative computer resources for running the actual RCS models, especially for three-dimensional targets spanning more than 10 wavelengths

The accuracy of locally distorted grid models using the integral form of Faraday's law applied around the perimeters of the deformed space cells adjacent to a smoothly curved target is illustrated in Fig. 7 for TE and TM illumination cases. Here a moderate-resolution Cartesian FD–TD grid (having 1/20 wavelength cell size) is used to compute the azimuthal or longitudinal current distribution on the surface of a \( k_0 a = 5 \) circular metal cylinder. For both polarizations it is seen that the conformal FD–TD model achieves an accuracy of 1.5% or better at most surface points relative to the exact series solution. Computer running time for the conformal FD–TD model is essentially the same as for the old staircase FD–TD model since only a few \( H \) components immediately adjacent to the target surface require a slightly modified time-stepping relation.

E. Flanged Metal Open Cavity [20], [31]

Here we consider the interaction of a TM-polarized plane wave obliquely incident upon a flanged metal open cavity.
The open cavity is formed by a flanged parallel-plate waveguide having a plate spacing $a = 1$ m, short-circuited by a metal plate located at a distance $d = 1$ m from the aperture. At the assumed illumination frequency of 382 MHz, $ka = kd = 8$, and only the first two TE waveguide modes propagate within the open cavity. An oblique angle of incidence $\alpha = 30^\circ$ is assumed for this case.

Fig. 8 compares the magnitude and phase of the penetrating electric field within the cavity 2/3 m from the aperture computed using FD-TD to that obtained analytically using a cavity modal expansion and on-surface radiation condition (OSRC) theory [31]. Good agreement is seen. It should be noted that the results obtained using the cavity modal expansion and OSRC represent a good approximation, but not a rigorous solution.

9 shows a similar comparison for the bistatic RCS pattern due to the induced aperture field distribution. Again, good agreement is noted.

V. FD-TD Model Validations for Canonical Three-Dimensional Targets

Analytical, code-to-code, and experimental validations have been obtained relative to FD-TD modeling of a wide variety of canonical three-dimensional structures, including cubes, flat plates, corner reflectors, and aperture-perforated cavities. Selected validations will be reviewed here.

A. Metal Cube, Broadside Incidence [13]

Results are now shown for the FD-TD computed surface electric current distribution on a metal cube subject to
plane-wave illumination at broadside incidence. The electric current distribution is compared to that computed by a standard frequency-domain MoM code which discretizes target surfaces using triangular patches. It is shown that a very high degree of correspondence exists between the two sets of predictive data.

The detailed surface current study involves a cube of electrical size \( k_0 s = 2 \), where \( s \) is the side width of the cube. For the FD–TD model, each face of the cube is spanned by 20 \( \times \) 20 space cells, and the radiation boundary is located at a uniform distance of 15 cells from the cube surface. For the MoM model, each face of the cube is spanned by either 18 or 32 triangular patches to test the convergence of the MoM model. Comparative results for surface current are graphed along two straight-line loci along the cube: \( abcd \), which is in the plane of the incident magnetic field, and \( ab'c'd' \), which is in the plane of the incident electric field.

Fig. 10 compares the FD–TD and MoM results for the magnitude and phase of the “looping” current along \( ab'c'd' \). The FD–TD values agree with the high-resolution MoM data to better than \( \pm 2.5\% \) (\( \pm 0.2\) dB) at all comparison points. Phase agreement for the same sets of data is better than \( \pm 1\)°. (The low-resolution MoM data have a phase anomaly in the shadow region.) In Fig. 11, comparably excellent agreement is obtained for the \( z \)-directed current along \( abcd \), but only after incorporation of an a priori edge-correction term in the MoM code [32] to enable it to properly model the current singularities at the cube corners \( b \) and \( c \).
Fig. 9. Comparison of FD–TD and modal/OSRC approximate solution for bistatic radar cross section due to induced aperture field distribution of flanged open cavity [20], [31].

Fig. 10. Comparison of FD–TD and EFIE-MoM results for surface electric current distribution induced along E-plane locus of a perfectly conducting cube of size $k_0 s = 2$. (a) Magnitude. (b) Phase [13].

B. Flat Conducting Plate, Multiple Monostatic Observations [14], [24]

We next consider a $30 \times 10 \times 0.65$ cm flat conducting plate target. At 1 GHz, where the plate spans $1 \times 1/3 \lambda_0$, a comparison is made between FD–TD and MoM results for the monostatic RCS versus observation-angle (look-angle) azimuth, keeping the elevation angle fixed at 90° as shown in Fig. 12(a). Here the FD–TD model uses a uniform cell size of 0.625 cm ($\lambda_0/48$), forming the plate by $48 \times 16 \times 1$ cells. The radiation boundary is located at a uniform distance of only 8 cells from the plate surface. For the MoM model, a study of the convergence of the computed broadside RCS indicates that the plate thickness must be accounted for by using narrow side patches, and the space resolution of each patch should be finer than approximately $0.2 \lambda_0$. As a result, the MoM model forms the plate by $10 \times 3 \times 1$ divisions, yielding a total of 172 triangular surface patches. Fig. 12(a) shows excellent agreement between the two models, within about ±0.2 dB.

At 9 GHz, the plate spans $9 \times 3 \lambda_0$, and the use of the MoM model is virtually precluded because of its large computational burden. If we follow the convergence guidelines discussed, the plate would require approximately $50 \times 15 \times 1$ divisions to properly converge, yielding a total of 3260 triangular surface patches and requiring the generation and inversion of a $4890 \times 4890$ complex-valued system matrix. On the other hand, FD–TD remains feasible for the plate at 9 GHz. Choosing a uniform cell size of 0.3125 cm ($\lambda_0/10.667$), the plate is formed by $96 \times 32 \times 2$ cells. With the radiation boundary again located only 8 cells from the plate surface, the overall lattice size is $112 \times 48 \times 18$, containing 580 608 unknown field components (real numbers). Fig. 12(b) shows excellent agreement between the FD–TD results and measurements of the monostatic RCS versus look-angle azimuth performed in the anechoic chamber facility operated by SRI International. The observed agreement is within
1 dB and 1° of look angle. As will be seen next, this level of agreement is maintained for more complicated three-dimensional targets having corner-reflector properties.

C. T-Shaped Target, Multiple Monostatic Observations

We last consider the monostatic RCS pattern of a crossed-plate target comprised of two flat conducting plates electrically bonded together to form the shape of a T. The main plate has the dimensions $30 \times 10 \times 0.33$ cm and the “bisecting” fin has the dimensions $10 \times 10 \times 0.33$ cm. (Due to a construction error, the centerline of the bisecting fin is actually positioned 0.37 cm to the right of the centerline of the main plate. This is accounted for in the FD-TD model.) The illumination is a 9.0-GHz plane wave at 90° elevation angle, polarized TE with respect to the main plate. Thus the entire T-shaped target spans $9 \times 3 \times 3 \lambda_0$. Note that monostatic RCS observations at azimuth angles $\phi'$ between 90° and 180°, as defined in Fig. 13, are influenced by substantial corner reflector physics. This is complicated by the fact that the sides of the corner reflector have unequal lengths ($3\lambda_0$ versus $4.5\lambda_0$), and further the target is not simply a single corner reflector, but actually two corner reflectors, back to back.

For this target, the FD-TD model uses a uniform cell size of 0.3125 cm ($\lambda_0/10.667$), forming the main plate by $96 \times 32 \times 1$ cells and the bisecting fin by $32 \times 32 \times 1$ cells. With the radiation boundary again located only 8 cells from the target’s maximum surface extensions, the overall lattice size is $112 \times 48 \times 48$ cells, containing 1548 288 unknown field components, and encompassing a total volume of 212.6 cubic wavelengths. Starting with zero-field initial conditions, 661 time steps are used per monostatic observation.
to attain the sinusoidal steady state, equivalent to 31 cycles of the incident wave at 9.0 GHz.

Fig. 13 compares the FD-TD predicted monostatic RCS values at 32 key look-angle azimuths between 0° and 180° with measurements performed by SRI International. These azimuths are selected to define the major peaks and nulls of the monostatic RCS pattern. It is seen that the agreement is again excellent: in amplitude, within about 1 dB over a total RCS-pattern dynamic range exceeding 40 dB; and in azimuth, within 1° in locating the peaks and nulls of the RCS pattern. Note especially the fine agreement for azimuths greater than 90°, where the asymmetrical corner reflector induces an enhancement of the monostatic RCS response with substantial fine-grained detail in the RCS pattern. As of the publication of [14], this case (and similar cases studied in [24]) represented the largest detailed three-dimensional numerical scattering models of any type ever verified wherein a uniformly fine spatial resolution and the ability to treat nonmetallic composition are incorporated in the model.

VI. Potential of FD-TD for Modeling Very Complex Objects

Two characteristics of FD-TD cause it to be very promising for numerical modeling of electromagnetic wave interactions with very complex objects. 1) Dielectric and permeable media can be specified independently for each electric and magnetic field vector component in the three-dimensional volume being modeled. Since there may be tens of millions of such vector components in large FD-TD models, inhomogeneous media of enormous complexity can be specified in principle. 2) The required computer resources for this type of detailed volumetric modeling are dimensionally low, only of order \( N \), where \( N \) is the number of space cells in the FD-TD lattice.

The emergence of supercomputers has recently permitted FD-TD to be seriously applied to a number of very complex electromagnetic wave interaction problems. Two of these are reviewed briefly.

A. UHF Penetration into a Complex Missile Seeker Section [5, 7]

Here FD-TD is applied to model the penetration of an axially incident 300-MHz plane wave into a metal-coated missile guidance section. The FD-TD model, shown in Fig. 14, contains the following elements: 1) magnesium fluoride infrared dome, 2) fiberglass nose cone and its external metal coating, 3) circular nose aperture just back of the infrared dome, 4) head coil assembly, 5) cooled detector unit with enclosing phenolic ring, 6) preamplifier can, 7) wire bundle connecting the cooled detector unit to the preamplifier can, 8) wire bundle connecting the preamplifier can to the metal backbone, 9) longitudinal metal support rods, and 10) circumferential sleeve-fitting aperture, loaded with fiberglass, where the seeker section joins the thruster. The fiberglass structure of the nose cone and its metalization are approximated in a stepped-surface manner, as is the infrared dome.

For this target, the FD-TD model uses a uniform cell size of 1/3 cm (\( \Delta y/300 \)), with an overall lattice size of 100 × 48 × 24 cells containing 690 000 unknown field components. (A single symmetry plane is used, giving an effective lattice size of 100 × 48 × 48.) The model, implemented on a Control Data STAR-100 (the available supercomputer at the time), was run for 1800 time steps, equivalent to 3.0 cycles of the incident wave at 300 MHz.

Fig. 15 plots contour maps of the FD-TD computed field vector components at the symmetry plane of the model. An important observation is that the wire bundles connecting the cooled detector unit, preamplifier can, and metal backbone are paralleled by high-level magnetic field contours (Fig. 15(b)). This is indicative of substantial uniform current flow along each bundle. Such current flow would generate locally a magnetic field looping around the wire bundle.
Fig. 14. Three-dimensional FD-TD model of missile seeker section showing component materials. (a) At vertical symmetry plane. (b) At horizontal observation plane [5], [7].

which, when “cut” by the symmetry plane, shows up as parallel field contours spaced equally on each side of the bundle. Using a simple Ampère’s law argument, the common-mode bundle currents can be calculated, thus obtaining a key transfer function between free-field incident UHF plane-wave power density and coupled wire currents within the loaded seeker section [5]. This transfer function is useful for studies of intersystem electromagnetic compatibility and vulnerability to high-power microwaves.

Although this missile seeker model was structured to demonstrate the capability of FD-TD to map fields penetrating into a complex structure having multiple apertures and realistic internal engineering details, it should be understood that the full bistatic RCS pattern of the target is available as a “by-product” with virtually no additional effort. Further, with the 1/3-cm space resolution used, the FD-TD penetration/RCS model discussed is useful up to 9 GHz.

B. Whole-Body Human Dosimetry at VHF and UHF Frequencies [33], [34]

Here FD-TD is applied to model the penetration of plane waves at VHF and UHF frequencies into the entire human body. Directly exploiting the ability of FD-TD to model media inhomogeneities down to the space-cell level, highly realistic three-dimensional FD-TD tissue models of the complete body have been constructed. Specific electrical parameters are assigned to each of the electric field vector components at the 16,000 to 40,000 space cells comprising the body model. Assignments are based on detailed cross-section tissue maps of the body (as obtained via cadaver studies available in the medical literature), and catalogued measurements of tissue dielectric properties. Uniform FD-TD space resolutions as fine as 1.3 cm throughout the entire human body have proven feasible with the Cray-2 supercomputer.

Fig. 16, taken from [34], shows the FD-TD computed con-
Fig. 15. ED-TD computed contour maps of penetrating field vector components in vertical symmetry plane of missile seeker section of Fig. 14. (a) $E_p$, (b) $H_v$, (c) $E_t$, (d) $E_t$, (e) $H_v$. [15] [17].
tour maps of the specific absorption rate (SAR) distribution
along horizontal cuts through the head and liver of the
three-dimensional inhomogeneous human model. In Fig.
16(a) the incident wave has a power density of 1 mW/cm²
at 350 MHz, while in Fig. 16(b) the incident wave has the
same power density but is at 100 MHz. These contour maps
illustrate the high level of detail of local features of the SAR
distribution that is possible via FD–TD modeling for highly
realistic tissue models. By implication, these results also
show the applicability of FD–TD modeling to ultracomplex
electromagnetic wave-absorbing media for RCS mitigation
technology.

Fig. 16. FD–TD computed contour maps of specific absorption rate (SAR) due to pen-
etrating electromagnetic fields within a highly realistic three-dimensional model of the
entire human body. (a) Along horizontal cut through head at 350 MHz. (b) Along horizontal
cut through liver at 100 MHz [34].
VII. VERY LARGE-SCALE COMPUTER SOFTWARE

The FD-TD method is naturally suited for large-scale processing by state-of-the-art vector supercomputers and concurrent processors. This is because essentially all of the arithmetic operations involved in a typical FD-TD run can be vectorized or cast into a highly concurrent format. Further, the order (N) demand for computer memory and clock cycles (where N is the number of lattice space cells) is dimensionally low and permits three-dimensional FD-TD models of arbitrary targets spanning 50–100 \( \lambda_0 \) to be anticipated in the early 1990s.

A. Cray-Based Processing

Let us now consider running times of present FD-TD codes implemented on Cray supercomputers. Table 5 lists running times for modeling one monostatic RCS observation of the 9 \( \times \) 3 \( \times \) 3 \( \lambda_0 \) T-shaped target discussed in Section V.C. (Recall that this model involves an overall lattice volume of 212.6 cubic wavelengths containing 1,548,288 unknown field vector components time-stepped from zero-field initial conditions to the sinusoidal steady state.) Five computing systems are listed in the table. The first is the Digital Equipment VAX 11/780 without floating-point accelerator. The second is a single processor of the Cray-2, using the VAX Fortran code either directly or after some optimization to take advantage of the vectorization and memory capabilities of the Cray-2. The third and fourth are, respectively, single-processor and eight-processor versions of the Cray Y-MP, using optimized Fortran. The fifth is the 16-processor Cray-3, scheduled for initial usage in late 1989. (Running time for this case is estimated.)

Table 5 Running Times of Present FD-TD Codes for 9 \( \times \) 3 \( \times \) 3 \( \lambda_0 \) T-Shaped Target

<table>
<thead>
<tr>
<th>Machine</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAX 11/780 (no floating-point accelerator)</td>
<td>40 hours</td>
</tr>
<tr>
<td>Cray-2 (single processor, using VAX Fortran code)</td>
<td>12 minutes</td>
</tr>
<tr>
<td>Cray-2 (single processor, some code optimization)</td>
<td>2 minutes</td>
</tr>
<tr>
<td>Cray Y-MP (single processor, optimized code)</td>
<td>72 seconds</td>
</tr>
<tr>
<td>Cray Y-MP (eight processors)</td>
<td>9 seconds</td>
</tr>
<tr>
<td>Cray-3 (sixteen processors)</td>
<td>3 seconds (est.)</td>
</tr>
</tbody>
</table>

1) 1.55-million unknown field components, 661 time steps.
2) Complete time history of the near field is computed, from zero-field initial conditions to the sinusoidal steady state.
3) Complete bistatic RCS pattern is obtained for a single illumination angle at a single frequency.
4) Running times are increased by 50–100% if an impulsive excitation with fast Fourier transform is used to obtain the bistatic RCS pattern at a multiplicity of frequencies within the spectrum of the impulsive illumination.

Table 5 reveals an extraordinary reduction of FD-TD running time per monostatic RCS observation that has occurred during the past few years. Simple extrapolation of the Cray-3 running time indicated in the table to 50-\( \lambda_0 \) class three-dimensional targets containing on the order of 100,000 cubic wavelengths indicates essential feasibility with no further improvements in Cray technology beyond the Cray-3. It is clear that succeeding generations of such machines in the 1990s and beyond will permit routine engineering usage of FD-TD for modeling general electromagnetic wave interactions (including RCS) involving electrically large structures.

B. The Connection Machine

An interesting prospect that has recently arisen is the reduction of the order (N) computational burden of FD-TD to order (N\(^{1/3}\)). This possibility is a consequence of the appearance of the Connection Machine (CM), which has tens of thousands of simple processors and associated bit-wise memories arranged in a highly efficient manner for processor-to-processor communication. With the CM, a single processor could be assigned to store and time-step a single row of vector field components in a three-dimensional FD-TD space lattice. For example, 1,500,000 processors would be sufficient to store the six Cartesian components of \( E \) and \( H \) for each of the 500 \( \times \) 500 rows of a cubic lattice spanning 50 \( \lambda_0 \) (assuming 10 cells/\( \lambda_0 \) resolution). FD-TD time stepping would be performed via row operations mapped onto the individual CM processors. These row operations would be performed concurrently. Thus for a fixed number of time steps, the total running time would be proportional to the time needed to perform a single row operation, which in turn would be proportional to the number of field vector components in the row, or order (N\(^{1/3}\)).

For the 50-\( \lambda_0 \) cubic lattice noted above, this would imply a dimensional reduction of the computational burden from order (500\(^3\)) to order (500), a tremendous benefit. As a result, it is conceivable that a suitably scaled CM could model one monostatic RCS observation angle of a 50-\( \lambda_0 \) three-dimensional target in only a few seconds, achieving effective floating-point rates on the order of 100 gigaflops (10 or more complete Cray-3s). For this reason, FD-TD algorithm development for the CM is a promising area of research for developing ultralarge numerical models of general electromagnetic wave interactions, including RCS.

VIII. CONCLUSION

This paper has presented a number of two- and three-dimensional examples of FD-TD numerical modeling of electromagnetic wave scattering and penetration. The objects modeled ranged in nature from simple geometric shapes to extremely complex aerospace and biological systems. In all cases studied to date where rigorous analytical, code-to-code, or experimental validations were possible, FD-TD predictive data for near fields and RCS were in excellent agreement with the benchmark data. With continuing advances in FD-TD modeling theory for target features relevant to the RCS problem, and with continuing advances in vector- and concurrent-processing supercomputer technology, it is likely that FD-TD numerical modeling will occupy an important place in RCS technology in the 1990s and beyond as the need for detailed models of three-dimensional complex material structures spanning 50 \( \lambda_0 \) or more becomes critical.
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