Can OCT be sensitive to nanoscale structural alterations in biological tissue?
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Abstract: Exploration of nanoscale tissue structures is crucial in understanding biological processes. Although novel optical microscopy methods have been developed to probe cellular features beyond the diffraction limit, nanometer-scale quantification remains still inaccessible for in situ tissue. Here we demonstrate that, without actually resolving specific geometrical feature, OCT can be sensitive to tissue structural properties at the nanometer length scale. The statistical mass-density distribution in tissue is quantified by its autocorrelation function modeled by the Whittle-Matern functional family. By measuring the wavelength-dependent backscattering coefficient $\mu_b(\lambda)$ and the scattering coefficient $\mu_s$, we introduce a technique called inverse spectroscopic OCT (ISOCT) to quantify the mass-density correlation function. We find that the length scale of sensitivity of ISOCT ranges from ~30 to ~450 nm. Although these sub-diffractional length scales are below the spatial resolution of OCT and therefore not resolvable, they are nonetheless detectable. The sub-diffractional sensitivity is validated by 1) numerical simulations; 2) tissue phantom studies; and 3) ex vivo colon tissue measurements cross-validated by scanning electron microscopy (SEM). Finally, the 3D imaging capability of ISOCT is demonstrated with ex vivo rat buccal and human colon samples.
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1. Introduction

Studying nanoscale structural features within live intact biological tissue, while extremely challenging, has profound significance in understanding biological systems. Sub-micron structural changes are known to play a fundamental role in physiology and pathology. For example, the reorganization of the higher-order chromatin structure in epithelial cells has been associated with gene expression and carcinogenesis [1, 2]. Structural change in the extracellular matrix (ECM), which supports and interacts with cells, can also be used as a substantial marker for various types of epithelial cancers [3–5].

Despite the great importance of these nano-scale changes, there is as yet no imaging method that can provide a quantitative measure of sub-diffractional tissue structures in a label-free and non-invasive manner. For centuries, researchers observing biological samples via microscopy were unable to resolve structures smaller than approximately half the wavelength of the illumination, due to a physical limitation called the diffraction limit. During the last three decades, numerous advanced optical techniques have been demonstrated to break the diffraction limit and visualize sub-diffractional structures [6–13]. However, such optics or instrumentation are only applicable to individual cells or thinly sliced tissue rather than intact, in situ tissue. Most of these techniques require specific fluorophores that could potentially interfere with endogenous biological processes and only enable imaging of molecular species for which fluorescence dyes exist. Other in vivo optical techniques based on the light reflectance [14], such as polarized enhanced backscattering (EBS) [15] and polarization gated spectroscopy (PGS) [16], could be sensitive to nanoscale perturbation, while they are not able to provide a geometrical image of tissue. No existing technique allows for three-dimensional (3D) imaging of tissue with sub-diffractional sensitivity via wholly elastic interactions of light with the tissue.

Optical coherence tomography, on the other hand, is an ideal 3D imaging modality applicable to in vivo tissue [17]. The penetration depth is on the order of millimeters while the resolution is on the level of several microns, similar to that of conventional histology. A typical OCT system adopts laser scanning illumination so that the size of the focal spot determines the transverse resolution. The depth resolution is determined by the temporal coherence length of the incidence source, which is a function of center wavelength and the bandwidth [18]. Efforts at improving OCT resolution have pushed the axial resolution down to the sub-micron level using ultra broadband illumination [19], and also improved the transverse resolution using modified illumination methods [20, 21]. However, the resolution limit still persists, and sub-micron structural features remain inaccessible to OCT. Yet the physical reality is that structures smaller than the diffraction limit still affect scattering events. This manifests itself as a phenomenon called “speckle” - appearing as a granular artifact in OCT images. The underlying principle of speckle is that random interference within a resolution voxel such that a dark pixel in the image does not necessarily indicate a weaker-scattering structure [22, 23]. Thus, there may be information revealing the sub-diffractional structural properties encrypted in the speckle signal. The question then becomes: can one extract such information at nanometer scale from OCT?

At the fundamental level, biological tissues are composed of complex macromolecules organized in a complicated manner. According to Gladstone-dale’s equation, the mass density of these macromolecules is linearly proportional to the refractive index (R.I.) such that a denser structure gives higher R.I [24]. The complex interconnected structure of tissue, even at nanometer scale, leads one to consider tissue as a continuously varying R.I. medium [25–28].
Given the random and continuous nature of the R.I. distribution, the most comprehensive way to quantify such a medium is by its autocorrelation functions (R.I. correlation function). Recently, we have demonstrated a technique called inverse spectroscopic optical coherence tomography (ISOCT) to quantify the tissue R.I. correlation function [29]. The forward model under the first-order Born approximation was established, and the inverse problem was solved by measuring optical scattering properties.

Here we show that the length scale of sensitivity of ISOCT, particularly the power-law exponent of the backscattering spectrum, is from ~30 to ~450nm. We first briefly introduce the principle of recovering the R.I. correlation function by ISOCT. Then numerical and phantom experiments are presented to verify sensitivity. We report measurements taken from an ex vivo colon biopsy samples, and deduce the mass-density correlation functions from the epithelial and stoma compartments. At the same time, SEM images were taken, and the nanoscale image correlation functions were calculated for comparison. We found that ISOCT can indeed quantify the sub-micron structural variations from these two distinct tissue types.

2. Inverse spectroscopic optical coherence tomography (ISOCT)

The principle of ISOCT is illustrated in Fig. 1. Conventional Fourier domain OCT (FDOCT) performs an inverse Fourier transform (IFT) on the entire bandwidth of the interference spectrum to an A-scan depth profile. Due to the limited bandwidth and resolution, the A-line profile misinterprets the actual R.I. fluctuation (∆R.I.), and thus the A-line correlation function contains significant error vs. the actual one. By way of comparison, ISOCT measures the optical properties, including the backscattering coefficient spectrum $\mu_b(\lambda)$ and the reflection ratio $\alpha$ (defined as the ratio of backscattering and scattering coefficients, $\alpha = \mu_b/\mu_s$), to much more accurately deduce the R.I. correlation function [29]. The advantage of using OCT is that the spectrum can be extracted from a localized volume sized around a 10 μm
cube, where the scattering problem can be largely reduced to an integration of single scatterings from all the scatterers inside the cube. Thus, the inverse problem dramatically simplified under the first-order Born approximation. Another advantage is that the 3D capability of OCT provides guidance to investigate a particular region of interest.

2.1 Whittle-Mateń correlation function
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Fig. 2. (a) Example of the W-M correlation functions. The spatial displacement $\rho$ on the x-axis is normalized by $l_c$ and the correlation function is normalized by $N_c$; (b-c) corresponding backscattering coefficient and reflection ratio spectrum. $\mu_b$ is normalized by $k$ and $N_c$.

We modeled the tissue R.I. correlation function by the Whittle-Mateń (W-M) functional family with three physical parameters: normalization factor $N_c$, length scale $l_c$, and a unitless “functional factor” $D$ defining the function type [28]:

$$C_n(\rho) = N_c \cdot 2^{(D-1)/2} \left( \frac{\rho}{l_c} \right)^{(D-1)/2} K_{(D-1)/2} \left( \frac{\rho}{l_c} \right),$$

where $K(.)$ denotes the modified Bessel function of the second kind, and $\rho$ is the spatial displacement between any two points inside tissue. An advantage of using the Whittle-Mateń family is that, through a combination of the three parameters, it covers most of the realistic types of correlation functions, from inverse power-law functions to exponentials to Gaussian. Examples of the different functional forms encompassed by the model are shown in Fig. 2(a).

When $0 < D < 3$, the tissue is organized as a mass fractal, and the correlation function has the form of an inverse power law for $\rho < l_c$. In this case, $D$ equals the mass fractal dimension.
ranging from 0 to 3 in Euclidean space. When \( D = 3 \), the corresponding spectral density shares the identical form with the often-used Henyey Greenstein phase function. When \( 3 < D < 4 \), the correlation function forms a stretched exponential. When \( D = 4 \), the correlation function evolves into an exponential. It approaches a Gaussian function when \( D \) approaches infinity. Qualitatively speaking, a smaller \( D \) value indicates a more drastic change of R.I. at a smaller length scale, or in other words, a smaller length scale of tissue heterogeneity.

The parameter \( \ell_c \) determines the physical length scale of the correlation function, beyond which the function drops off quickly, as shown in Fig. 2(a). This parameter can be conceptualized as the cut-off length scale of the correlation function. The precise physical meaning of \( \ell_c \) depends on \( D \). For example, for \( D < 3 \), \( \ell_c \) defines the upper range for which \( C_n(\rho) \) is a power law with the fractal dimension \( D \); it defines the upper extent of the mass fractal range. For \( D = 4 \), \( C_n(\rho) \) is an exponential function and \( \ell_c \) is the correlation length, where \( C_n(\ell_c) = C_n(0)e^{-1} \). An extreme case is when \( \ell_c \) approaches 0, and the correlation function is compressed into a delta function acting as a dipole scatterer for which the scattering is fairly isotropic. On the other hand, biological tissue usually satisfies a very small \( \ell_c \), which is still being widely used for the inverse problem in diffuse reflectance, integrating sphere, goniometer measurements, etc.

Since its publication in 1941, the Henyey Greenstein (H-G) phase function [32] has been the primary theoretical tool to quantify the anisotropic factor \( g \). Although it was empirically introduced, its accuracy has been verified in the biophotonics community over decades, and it is still being widely used for the inverse problem in diffuse reflectance, integrating sphere, goniometer measurements, etc. As described above, when \( D \) equals 3 (corresponding to a limiting case of a mass fractal structure that fills the entire space and, at the same time, a transition from a mass fractal regime to a stretched exponential correlation function), the
corresponding spectral power density of the W-M correlation function shares an identical form with the H-G phase function, with \( k_{cl} = \sqrt{g / (1-g)} \) (see the detailed derivation in Appendix 1). This provides a physical explanation for the H-G phase function.

2.3 Forward model for ISOCT

Under the Born approximation, the spectral power density of a medium can be obtained via Fourier transformation, and the optical scattering properties can be derived analytically [28, 29]. The backscattering coefficient \( \mu_b \) is equal to \( 4\pi \) times the backscattering cross section per unit volume [29], and can be written:

\[
\mu_b = N_c 8\pi \Gamma(D/2) k^{4} l^4_c (1+(2kl_c)^2)^{-D/2}. \tag{4}
\]

When \( kl_c \gg 1 \), \( \mu_b \) spectrum exhibits a power law with its exponent (often called the scattering power, SP) equal to \( 4-D \),

\[
\mu_b = 2^{4-D} N_c \sqrt{\pi} \Gamma(D/2) l^3 c k^{4-D} \quad (kl_c \gg 1). \tag{5}
\]

When \( kl_c \ll 1 \), the medium shows Rayleigh scattering since \( l_c \) is much smaller than the illumination wavelength, and \( \mu_b \) has the wavelength dependence of \( k^6 \) \((\lambda^{-6})\). Figure 2(b) shows the spectrum of \( \mu_b \) at various \( D \) values. Since the scattering at a particular wavelength depends on the length scale of the scatterers, we normalized the wavelength by \( l_c \) so that \( \mu_b \) is a function of \( kl/l_c \), i.e. \((kl_c)^{-1}\). For showing the power law dependence, Fig. 2(b) plotted in log-log scale with the x-axis labeling \( kl_c \) in an ascending order. The y-axis labeled \( \mu_b \) normalized by \( k \) and \( N_c \). We see that in the Rayleigh regime \((kl_c \ll 1)\), \( \mu_b \) spectrum is independent of \( D \) since they all behave as dipole scatterers; while when \( kl_c \gg 1 \), \( \mu_b \) spectrum shows power law dependence (linear curve in log-log plot) with different \( D \) values.

Also the expression of \( \alpha \) can be given as:

\[
\alpha = \frac{16\Gamma(D/2)}{\Gamma(D/2-3)} \left[ (1+(2k^2 l^2_c (D/2-2)-1) \times 2k^2 l^2_c (D/2-3))-(1+2k^2 l^2_c (D/2+1)) +4k^2 l^2_c (4-3D/2+D^2/4)(1+4k^2 l^2_c)^{1-D/2} \right] \left[ (1+[2kl_c]^2)^{-D/2} \right]. \tag{6}
\]

It had a simplified form when \( kl_c \gg 1 \) and \( D > 2 \),

\[
\alpha = \frac{\Gamma(D/2)}{\Gamma(D/2-1)} (2kl_c)^{-D} \quad (kl_c \gg 1 & D > 2). \tag{7}
\]

Figure 2(c) shows \( \alpha \) curves at various \( D \) values. When \( kl_c \ll 1 \) in the Rayleigh regime, the scattering has the dipole scattering pattern whose backscattering ratio \( \alpha \) is 1.5. When \( kl_c \gg 1 \), the value of \( \alpha \) decreases as \( D \) becomes larger. The physical interpretation of a larger \( D \) is that more large structures are present in the medium, resulting in more forward-directed scattering.

2.4 Inverse methods for ISOCT

OCT detects backscattering signals. Assuming a homogeneous medium, the A-line OCT signal in depth can be expressed based on Beer’s law:

\[
I^2(z) = r I_0^2 \frac{\mu_b(z)}{4\pi} L \exp(-\mu_d z), \tag{8}
\]

where \( I_0 \) is the illumination intensity; \( r \) is the reflectance of the reference arm; \( n \) is the refractive index of tissue (~1.38); and \( z \) is the penetration depth; \( L \) is the coherence length of
the light source. The maximum intensity is proportional to \( \mu_b \) and the decay rate along depth is proportional to \( \mu_s \). By taking the natural log, the above equation becomes a linear function:

\[
\ln\left[\frac{I(z)}{I_0}\right] = -\ln\frac{rL}{4\pi} + \frac{1}{2}\ln[\mu_s(z)] - nz\mu_s. \tag{9}
\]

As shown in step 1 in Fig. 3, the value of \( \mu_s \) can be estimated by least square (LS) fitting the A-line signal. The microscopic heterogeneity of \( \mu_b(z) \) can be recovered with the fitted \( \mu_s \):

\[
\mu_b(z) = \left(4\pi I^2(z)/rL^2\right)\exp(\mu_s \cdot 2nz), \tag{10}
\]

and thus the reflection ratio \( \alpha(z) \). The exponential term compensates the illumination attenuation along the penetration depth.

The next step is to take the Short-time Fourier transform (STFT) and extract \( \mu_b(z) \) spectrum. At each wave band selected by a scanning Gaussian window, the process in step 1 is iterated to obtain the \( \mu_b(z) \) spectrum. We empirically chose the window width to be \( k_w = 0.18 \mu m^{-1} \) (~15nm at 710nm) granting ten independent points on the spectrum. By another LS fit on the spectrum, the exponent of the spectrum and thus \( D(z) \) is obtained according to Eq. (5).

The final step is to calculate \( l_c(z) \) based on \( D(z) \) and \( \alpha(z) \) based on Eq. (6) or (7). By combining the B-scan transverse scan, the 2D tomographic \( D \) and \( l_c \) map can be obtained.

2.5 Experimental setting for ISOCT

The experimental setup was described in a previous publication [29]. Briefly, a Fourier-domain OCT was adopted and an illumination band from 650 to 800nm was generated by a supercontinuum source. We used polystyrene-microsphere phantoms to calibrate the measurements. As reported in our previous work, within a 90% confidence interval, the uncertainties were measured as \( \pm 0.05 \mu m^{-1} \) and \( \pm 0.22 \mu m^{-1} \) for \( \mu_b \) and \( \mu_s \), respectively, and \( \pm 0.2 \) for \( D \) [29]. For an accurate \( D \) measurement on biological tissue, a 1:5 diluted 0.08 \( \mu m \) polystyrene-microsphere solution (Thermo Scientific, 10% solids by weight) was used to normalize the OCT spectrum due to its Rayleigh scattering spectrum of \( k^4 \).
3. Length scale of sensitivity of ISOCT

At different length scales, the R.I. correlation function may change, e.g., the R.I. distribution within mitochondria may not apply to the entire cell. It is then important to provide a range of length scales to which ISOCT is sensitive. We first conducted a numerical simulation to systematically perturb the length scale of the correlation function, which leads to a detectable change in the measurement of $D$. Then liquid phantoms composed of microspheres were measured by ISOCT to test the length scale of sensitivity. Lastly, *ex vivo* colon biopsies were measured with SEM verification to test whether submicron discrepancies in different tissue compartments could be detected by ISOCT.

3.1 Numerical perturbation on W-M correlation function

In order to study the lower length scale of sensitivity $r_{\text{min}}$, we used a Gaussian smoothing window $G$ to filter out the fine structural details in the R.I. fluctuations, similar to an imaging process with a finite spatial resolution. The changes in $D$ measurements were recorded and the minimum detectable change in $D$ defined the length scale of sensitivity in ISOCT.
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Fig. 4. (a-b) Perturbation of R.I. correlation function at lower and upper length scale, $r_{\text{min}}$ and $r_{\text{max}}$. (c-d) $D$ value change (%) as a function of $r_{\text{min}}$ and $r_{\text{max}}$. The 5% sensitivity threshold is labeled for better comparison. $D$ and $l_c$ are configured to be 2.8 and 1 $\mu$m, respectively.

Applying a smoothing window in the spatial domain was equivalent to convolving the R.I. correlation function with the autocorrelation function of that window (see the detailed derivation in Appendix 2):

$$C'_n = C_n \times ACF(G),$$ (11)
in which \( ACF(f) \) stands for the autocorrelation function of an arbitrary function \( f \). We configured the original \( C_n \) with \( D = 2.8 \) and \( l_c = 1 \mu m \), which are realistic values according to our previous measurements [29]. The FWHM of the Gaussian window \( \tilde{G} \) was set to be \( r_{\text{min}} \) [14]. For the upper length scale of sensitivity \( r_{\text{max}} \), we retained fine structures by subtracting the above filtered R.I. fluctuation with the original. The equivalent correlation function is:

\[
C'_n = C_n \ast ACF(\delta - \tilde{G}),
\]

where \( \delta \) is a delta function in the spatial domain. The spectrum of \( \mu_b \) from 650 to 800nm was then numerically generated from \( C'_n \),

\[
\mu_b(k) = k^3 \int_0^{\infty} C'_n(\rho) \sin(2k\rho) \rho d\rho,
\]

and \( D \) was measured according to Eq. (4).

The perturbed correlation function \( C'_n \) at small length scales leveled off below \( r_{\text{min}} \), as in Fig. 4(a) when the finer structural detail was eliminated. In Fig. 4(b), the larger length scale correlation dropped to 0 much faster than the original. Examples of perturbed R.I. fluctuation was shown in [14]. Given the perturbed correlation function, the relative change of \( D \) values in terms of the original is shown in Figs. 4(c) and 4(d) with systematically increasing \( r_{\text{min}} \) and \( r_{\text{max}} \). Within the given wavelength range, we found that a change in \( D \) could only be detected at length scales larger than \( r_{\text{min}} = 35 \)nm and smaller than \( r_{\text{max}} = 450 \)nm, given a 5% sensitivity threshold. This shows that ISOCT is primarily sensitive to the shape of the R.I. (and therefore the mass-density correlation function) for length scales between \( r_{\text{min}} = 35 \)nm and \( r_{\text{max}} = 450 \)nm. The measured \( D \) value increased with increasing \( r_{\text{min}} \) since removing finer structures equivalently manifested as a larger length-scale medium. On the other hand, with the \( r_{\text{max}} \) perturbation, \( D \) measurements decreased since the medium appeared to possess more small structures. One should note that, although the length scale of sensitivity was from \(~35\) to \(~450\)nm, the calculated \( l_c \) could extend to larger length scales to match the measured optical properties as if the correlation functional form maintains the same form when \( \rho > 450 \)nm.

### 3.2 Phantom study

We next conducted a phantom study to test the length-scale sensitivity of measuring \( D \). Aqueous phantoms were composed of a suspension of polystyrene microspheres in a series of diameters ranging from 30nm to 4.3 \( \mu m \) as shown in Fig. 5(a). The volume fraction of the microspheres followed an inverse power law with respect to their microsphere diameters (power = \(-1.2\)), so that the correlation function was approximated to that of a W-M function with \( D = 2.8 \) assuming infinite numbers of sphere diameters [33]. The scattering coefficient of the phantoms was maintained at the physiologically relevant value of 9 mm

\[
\text{mm}^{-1}.
\]

Two groups of experiments were performed. The first group was intended to determine the sensitivity of ISOCT to subdiffraction-size microspheres and the second group was intended to determine the sensitivity of ISOCT to microspheres of size the order of one wavelength and larger. For each group of experiments, ISOCT yielded the \( D \) value. Each \( D \) value was averaged over 100 A-scans and taken from the surface of each phantom. For comparison, we also used Mie theory to calculate the \( \mu_b \) spectrum and further \( D \) values for each phantom.

In order to visually compare the difference within phantoms, pseudo-color tomographic \( D \) maps were created in HSV (Hue-Saturation-Value) color space. \( D \) encoded Hue and the image intensity encoded Saturation and Value. Ten frames of B-scan images were averaged to overcome the Brownian motion. Moreover, each wavelength-dependent B-scan image was smoothed by a moving window \( 32 \mu m \times 30 \mu m \) in depth and \( x \) (transverse), and then tomographic \( D \) maps were calculated.
Consider first the methodology and results of the first group of experiments. Here, a series of experiments wherein individual phantoms were constructed by successively excluding the smallest microspheres included in the previous phantom. Specifically, initial phantom (No. 1-1) was comprised of a suspension with microsphere diameters from 30nm to 1μm. The next phantom (No. 1-2) excluded the 30nm microspheres, and was comprised of a suspension with microsphere diameters from 40nm to 1μm. The third phantom (No. 1-3) excluded both the 30 and 40nm microspheres, and was comprised of a suspension with microsphere diameters from 60nm to 1μm. Additional phantoms were constructed with successively larger microspheres excluded.

Phantoms No. 1-1 and 1-2 exhibited the measured $D$ value of $1.57 \pm 0.04$ and $1.51 \pm 0.05$ respectively, i.e. no observable change within the experimental uncertainty of 0.2. However, phantom No. 1-3 exhibited a measured $D$-value of $1.78 \pm 0.06$, which was a detectable perturbation relative to phantoms No. 1-1 and 1-2 above the experimental uncertainty. Successive phantoms continued the trend of increasing $D$-value perturbations. Figure 5(b) plots the measured $D$ changes for difference phantoms. The x-axis labels the largest particle size excluded in each phantom. As noted above, the change in $D$ first became appreciable, i.e., above the experimental uncertainty, for phantom No.1-3. The difference became more significant with larger particles excluded. Without the small particles, the R.I. correlation function was flattened only at small length scales, verifying our above numerical simulation.

Consider next the methodology and results of the second group of experiments. Here, a series of experiments wherein individual phantoms were constructed by successively adding larger microspheres to the previous phantom. Specifically, the initial phantom (No. 2-1) was...
comprised of a suspension with microsphere diameters from 0.08 to 0.36μm. The next phantom (No. 2-2) was comprised of a suspension with microsphere diameters from 0.08 to 0.65μm. The third phantom (No. 2-3) was comprised of a suspension with microsphere diameters from 0.08 to 1μm, and so on. Additional phantoms were constructed with successively larger microspheres included.

Phantom No. 2-1 and 2-2 measured the initial $D$ value of 2.78 ± 0.08 and 2.42 ± 0.06, which was detectable given the experimental uncertainty of 0.2. When spheres larger than about 2.1µm were added, the $D$ value perturbation reached a plateau which indicates that those large spheres did not further alter the SP due to the small volume fraction, as in Fig. 5(c). We should note that the second group of experiments differs from the numerical simulation for estimating the upper length scale of sensitivity [Fig. 4(d)], in which we only eliminated larger length scale while retaining the fine structures. For a sphere, the R.I. correlation function is close to a triangular function that covers length scale from 0 up to the diameter of the sphere [32]. When large particles were added to the solution, the entire correlation function including the small length scales were altered. Further, in our phantom there were only finite numbers of sphere sizes. The large sphere added to the phantom introduced strong oscillatory spectrum which resulted in the decrease in $D$ value in Fig. 5(c) instead of an increase as in Fig. 4(d). Nonetheless, the data in Fig. 5(c) still illustrates that $D$ can only be sensitive up to a certain upper length scale, above which the value of the correlation function is small and the scattering contribution is negligible.

Fig. 6. OCT and tomographic $D$ maps from phantoms. Gray scale OCT image and pseudo-color $D$ map in low length scale (a-b) and upper length scale phantom studies. Bar = 200µm.
In tomographic OCT images [Fig. 6(a)] for the first series of phantom study, no apparent difference can be observed across phantoms; while the increment of $D$ can be visualized from phantom No. 1-3 and become more dominant in phantom No. 1-4. Although we observed variation within the D maps, the overall difference was distinguishable [Fig. 6(b)]. Similarly for the second series of phantom study, the decrease of $D$ values could be observed by the tomographic $D$ maps while gray scale OCT images failed to discriminate different phantoms [Figs. 6(c) and 6(d)].

3.3 Experimental verification on biological tissue ex vivo

To demonstrate that ISOCT can be sensitive to tissue structural differences at a sub-diffractional regime, we performed ISOCT measurement on an ex vivo human colon sample and compared with the high-resolution SEM images. The structure of colon mucosa consists of a folded epithelial cell layer (crypts) surrounded by the lamina propria (extracellular matrix surrounding crypts), as shown in Fig. 7(a). An SEM image shows distinct bundle structures of collagen in lamina propria (LP), while in the epithelial (Epi) layer, the structures appear more random and fine-grained. We calculated the image autocorrelation function on two tissue components, and Epi has a steeper decline in the correlation function in the sub-micron region than LP [Fig. 7(b)]. Meanwhile, thanks to the capability of localizing the OCT spectrum, $D$ and $l_c$ can be quantified along the penetration depth [Fig. 7(c)]. The correlation functional forms, which were measured by ISOCT, show a similar result as SEM image analysis, i.e., the Epi has a sharper correlation function than LP [Fig. 7(d)]. Both $D$ values in Epi and LP are mostly between 2 and 3 indicating that they are in a mass fractal regime, and it can be seen in Fig. 7(d) that the R.I. correlation function exhibits a power law at sub-micron length scales [30].

---

Fig. 7. R.I. Correlation function measurement on human colon biopsy. (a) SEM image of a colon cross-section. The resolution is 40nm. Bar = 10μm. (b) The ISOCT measurement on $D \pm SE$ and $l_c \pm SE$ in terms of penetration depth. The boundary of the cells and the collagen network is around 50μm depth from the surface. (c-d) The comparison between the correlation function obtained by the SEM image (c) and ISOCT (d). The 2D image autocorrelation function (a.c.f) $\pm SE$ from SEM is calculated from different regions on the image with image dimension 5x5μm. The ISOCT R.I. correlation functions were calculated using averaged value of $D$ and $l_c$ from Epi and LP. Epi: epithelium, LP: lamina propria.
The high-resolution SEM image analysis qualitatively verified the structural difference between Epi and LP measured by ISOCT. However, the calculated image correlation functions should not match those of ISOCT. In SEM, the structure was imaged into a two-dimensional (2D) space instead of 3D as in ISOCT, and the intensity of the pixel was not necessarily linearly proportional to the R.I. Furthermore, the sample preparation altered the R.I. distribution from the ex vivo intact sample, e.g., fixation changed the R.I. of the tissue composition. Yet, its validity for providing a qualitative structural comparison between the two tissue components remains.

4. Three dimensional (3D) ISOCT imaging of biological tissue

As an illustration of 3D ISOCT imaging capability, Fig. 8 shows an example of mapping \( D \) on an ex vivo rat buccal sample. There are three dominant layers: keratinized epithelium (KE), stratified epithelium (SE) and sub-mucosa (SM) [Fig. 8(a)]. The intensity discontinuity at layer conjunctions allows us to segment them at their boundaries so that the \( D \) from each layer can be measured separately. Specifically, we smoothed the A-line signal by 15\( \mu \)m moving window and calculated the derivative. The first positive peak of the derivative marked the surface of the sample, the second dominant positive peak marked the surface of SM. We then smoothed the surface curves to remove noises. We numerically flattened the sample surface by shifting the A-lines, and averaged the image across transverse direction. By taking a derivative, the averaged thickness of KE was obtained by the distance between the first positive and the first negative peaks (boundary of KE and SE). We then marked the surface of SE by shifting the sample surface by the averaged thickness of KE. The wavelength-dependent attenuation from KE and SE was compensated before the \( D \) calculation in SM as in Eq. (10) [34]. The resulting \( D \) map was plotted in HSV space, where \( D \) encoded Hue and the image intensity encoded Saturation and Value [Fig. 8(b)]. The \( D \) value histograms at each layer are shown in [Figs. 8(c)-8(e)]. The averaged \( D \pm \) standard deviation from KE, SE and SM were calculated as 2.12 ± 0.59, 2.73 ± 0.49 and 4.82 ± 1.6, respectively. A similar increase of \( D \) in SM can be observed in sub-mucosa which also contains a large portion of extracellular matrix such as the lamina propria in the above colon sample.

Fig. 8. Three dimensional capability of measuring \( D \). (a-b) OCT image and map of \( D \) values calculated by ISOCT on rat buccal biopsy ex vivo. The boundaries of KE, SE and SE, SM is labeled in blue. Bar = 200\( \mu \)m. (c-e) Histogram of \( D \) in three distinct layers: keratinized epithelium (KE), stratified epithelium (SE) and sub-mucosa (SM). (f) Three dimensional \( D \) distribution overlaid with morphology on human colon biopsies (Media 1). Dimension: 2x2x1mm in x,y,z.
With 3D imaging capability, we were able to detect structural alterations in a region of interest (ROI) demonstrated in Fig. 8(f) with ex vivo human colon biopsies. The 3D pseudocolored $D$ map and the gray scale morphology were volume-rendered and overlaid concurrently. The cross sectional B-scan $D$ map is shown in the movie (Media 1).

5. Discussion and conclusions

We have demonstrated results indicating that our spectroscopic analysis by ISOCT is sensitive to R.I., and thus the mass-density correlation function, at length scales from ~35 to ~450nm. The forward model is based on the W-M correlation function, which provides excellent flexibility covering a wide range of functional types. We found that, overall, the value of $D$ is ~3 for biological tissues [29]. This verified the Heney-Greenstein phase function, which shares the identical form of the power spectral density with the W-M function at $D = 3$.

The physical principle of nanoscale sensitivity in IS OCT is straightforward. According to the Wiener-Khinchin theorem, the power spectral density is the Fourier transform of the R.I. correlation function over the entire spatial regime including sub-diffractional length scales. ISOCT essentially collects and analyzes a finite range of power spectral density (backward direction, finite bandwidth). Although the resolving power is limited by the finite bandwidth, the sub-diffractional information is encrypted in the spectrum, e.g., by the $k^4$ spectral dependence. It is well known that when the size of the scatterers decreases and reaches the Rayleigh regime, the scattering cross-section is proportional to $k^4$ [35]. When the tissue structure contains more Rayleigh scatterers, the SP is closer to 4, which yields a smaller $D$, if quantified by ISOCT. When the size of the particles increases, the spectrum becomes flatter, leading to a larger $D$. Thus, the way that ISOCT analyzes the spectrum, i.e., by quantifying the SP, is conceptually quantifying a relative scattering weight of the sub-diffractional structures. Higher $D$ values indicate a relatively low power ratio of the sub-diffractional scatterers. The introduction of the W-M correlation function further elucidates the physical reality and grants us a quantification method.

Our model treats tissue as a continuous R.I. fluctuation medium having fluctuation. Another useful model of tissue is the discrete particle model - one of the particle shapes is the homogeneous sphere whose scattering field can be analytically solved by Mie theory [35]. Light scattering by some organelles such as mitochondria and nuclei have been successfully modeled by Mie theory [11, 36, 37]. However, there are several drawbacks to the discrete particle model. The cellular structures are mostly interconnected rather than isolated or discrete. Also there are often inner structures or building blocks within a particular organelle which exhibit high heterogeneity, e.g., within a cell nuclei, there are nucleolus, euchromatin and heterochromatin. On the other hand, a continuous R.I. fluctuations model better represents these highly heterogeneous and interconnected structures. It does not require structures to be discrete, allows R.I. variances at any length scales and more comprehensively quantifies the variation by its autocorrelation function. Although there is a fundamental difference between the discrete particle model and the continuous R.I. fluctuation model, we can still bridge their understanding by means of the R.I. correlation function. Under the Born approximation, the tissue R.I. correlation function can also be decomposed into an integration of the correlation function of spheres in infinite numbers of sizes, so that the two models should converge. As mentioned above, the correlation function from a sphere is a triangular-like function which contains entire length scales from 0 up to its diameter [38]. Alterations of a particular size of particles (e.g. increase volume fraction, increase of R.I. etc.) in the discrete model lead to a change of the R.I. correlation function from the sphere diameter and below. We should note that the particle size can be bigger than 450nm, but it is still the sub-micron length scales that prominently determine $D$ measurement [Fig. 4(c) and 4(d)].

We demonstrated the three-dimensional capability of measuring $D$ from biological tissue. The accuracy for in vivo applications relies on two central assumptions of a continuous R.I.
fluctuation model: the Born approximation and a continuous medium. In ISOCT, the spectrum is extracted from a coherence volume (~$10^3 \mu m^3$), within which the Born approximation is largely satisfied. However, in a highly scattering medium where multiple scattering dominates, the Born approximation no longer holds and measurements can be inaccurate. Previously, we have found that in the superficial layer, the backscattering coefficient has much higher tolerance to the stronger scattering medium ($\mu_b$ up to $10 mm^{-1}$) while the scattering coefficient $\mu_s$ started to break the Born approximation above ~$12mm^{-1}$ [29]. Thus, superficial compartments of tissue such as epithelial layers have a larger range of applicability for ISOCT.

The other key assumption is that tissue is modeled as a continuous medium. At microscopic level, this assumption is largely valid [26, 27]. Tissues also often possess stratified components such as epithelium, sub-mucosa etc. as in the buccal tissue presented in Fig. 8(a). There are distinct inter-layer boundaries where Fresnel reflections also contribute to the backscattered signal. We can treat each layer as a homogeneous medium within which the R.I. fluctuations are continuous and apply the algorithm. However, the deeper tissue is illuminated with wavelength-dependent attenuated incidence, which can be compensated for given the measurement of $\mu_s(\lambda)$. Once the penetration depth is over several times the mean free path length (MFP) $l_c (l_c = 1/\mu_s)$, the multiple scattering has a significant effect [39], so that the compensation may not be sufficient and the first assumption may be defied. As a result, the $D$ measurement may be inaccurate.

To conclude, in this paper we demonstrate that OCT can be sensitive to nanoscale structural alterations by ISOCT analysis. Numerical studies showed that the length scales of sensitivity of our approach range from around 35nm to 0.45 $\mu m$, given a 5% sensitivity threshold. Phantom studies and $ex$ vivo human colon biopsies provided experimental verification of this nanoscale sensitivity.

Appendix:

1. Relationship between Henyey-Greenstein (H-G) phase function and the spectral power density of W-M function when $D=3$.

Under the Born approximation, the spectral power density is the Fourier transform $\Phi$ of the W-M correlation function:

$$\Phi(k_s) = FT[C_s(\rho)] = \frac{N_i l_c^4 \Gamma(D/2)}{\pi^{3/2} (1 + k_s^2 l_c^2)^{3/2}},$$

(14)

where $k_s$ is the momentum transfer whose value is equal to $|k_s| = 2k \sin(\theta/2)$. $k$ is the wave number and $\theta$ is the scattering azimuthal angle. $D$, $l_c$ and $N_i$ follow the same definition in W-M correlation function. When $D = 3$ and after plugging in the absolute value of $k_s$, the above equation becomes

$$\Phi = \frac{N_i l_c^4 \Gamma(3/2)}{\pi^{3/2} (1 + 4[k_s \sin(\theta/2)]^2)^{3/2}},$$

(15)

It is noted that the power spectral density is a function of $\theta$, which describes the scattering power towards scattering angle. Essentially, the phase function $p(\theta)$ has the same shape as formulated above with the normalization so that the integration of the phase function is unity:

$$p(\theta) = \frac{1 + 2k^2 l_c^2}{2k^4 l_c^4} \sqrt{1 + 4k^2 l_c^2} - 4k^2 l_c^2 - 1} \frac{1}{(1 + 4[k_s \sin(\theta/2)]^2)^{3/2}}.$$

(16)

The function is normalized in such way that $\int_0^{4\pi} \int_0^\pi p(\theta) \sin(\theta) d\theta d\phi = 1$. 

#181995 - $15.00 USD Received 3 Jan 2013; revised 7 Mar 2013; accepted 11 Mar 2013; published 4 Apr 2013 (C) 2013 OSA 8 April 2013 | Vol. 21, No. 7 | DOI:10.1364/OE.21.009043 | OPTICS EXPRESS 9058
When $kl_c = \sqrt{g / (1 - g)}$, the above equation can be further expressed as

$$
p(\theta) = \frac{1 - g^2}{4\pi} \frac{1}{(1 + g^2 - 2g\cos(\theta))^{3/2}},
$$

which has the identical form as H-G phase function.

2. Derivation of Eqs. (11) and (12)

For the lower length scale analysis, the original tissue R.I. fluctuation $n_\lambda(r)$ is convoluted with a blurring Gaussian window denoted here as $G(r)$

$$
n'_\lambda = n_\lambda * G,
$$

in which the super script $l$ denotes the lower length scale. According to Wiener–Khinchin theorem, the Fourier transform of the correlation function is equal to power density spectrum.

$$
FT(C_{n}) = |FT(n_\lambda * G)|^2
= |FT(n_\lambda)\times FT(G)|^2 = |FT(n_\lambda)|^2 \times |FT(G)|^2
= FT(C_{n}) \times FT(ACF(G)),
$$

where $FT$ denotes Fourier transform and $ACF$ denotes autocorrelation function. Thus,

$$
C'_{n} = C_\lambda \times ACF(G).
$$

For retaining the small length scale and eliminating only the large length scale, the original fluctuation $n_\lambda(r)$ is subtracted by the above filtered distribution:

$$
n^\Delta_h = n_\lambda - n_\lambda * G,
$$

where the subscript $h$ stands for the upper length scale. A similar formulism in Eq. (18) is applied for $n^\Delta_h$:

$$
FT(C'_{n}) = |FT(n_\lambda - n_\lambda * G)|^2 = |FT(n_\lambda * \delta - n_\lambda * G)|^2
= |FT(n_\lambda * (\delta - G))|^2 = |FT(n_\lambda)|^2 \times |FT(\delta - G)|^2
= FT(C_{n}) \times FT(ACF(\delta - G)),
$$

Where $\delta$ is the delta function in the spatial domain with the origin at zero. Thus,

$$
C'_{n} = C_n \times ACF(\delta - G).
$$
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