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1. Motivation

Sensor networks are comprised of many individual sensor nodes, which are capable of:

· measuring the value of a particular physical phenomenon (e.g., temperature, humidity, CO-concentration level); 

· performing some processing/computation (e.g., calculate the average of the observed values during a given interval);

· communicating with the other nodes and, furthermore, autonomously organizing themselves in a network;

One of the main constraints of the nodes is the limited life-time of their on-board battery and, since the communication drains orders of magnitude more power than the sensing and/or processing activities, one of the crucial aspects is to develop efficient routing strategies in sensor networks settings. 

However, there are two other limitations that play important roles in the applications that rely on data generated by a sensor network:

· limited communication range of the individual nodes;

· limited sensing range of the individual nodes (for which certain quality of data-readings need to be assured).

Due to the inherent limitations of the sensor nodes, applications that rely on sensor networks for their execution need to make use of efficient and distributed algorithms.

2. Project Description
The problem statement for this project can be briefly described as follows:

Assume that there is a set of N sensors that are (randomly) distributed in a given geographic area A. Each of the sensor is capable of moving, with a limited velocity v. Further, assume that each of the (mobile) sensors has a limit on its sensing coverage/area for which the quality of the readings is guaranteed to satisfy the user’s pre-defined criteria – denote this value by r.

In many scenarios of practical importance, such as various disaster managements (e.g., forest fire, terrorist attacks, emergency vehicles guidance), it is important that the quality of readings is guaranteed with a certain density for a given region, i.e., number of sensors.
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Figure 1. Mobile Sensors Re-deployment.

Specifically, consider the scenario depicted in Figure 1, in which the sensor nodes are represented as circles, and the dashed-lines concentric circles around them indicate their sensing range. Assume that there is some critical region (CR) in which the sensors reported some “hot” readings (dark circles in Fig. 1). To ensure the desired density for CR, some of the outside-sensors (blank circles) will have to be relocated, as indicated with the solid arrowed lines in Figure 1. Clearly, there may be different variations to the problem:

· ensure that there is at least k sensors inside CR, regardless of their interior location, and minimize the time of their “arrival”;

· ensure that there is a maximal amount of new sensors inside CR, given a time-constraint (from the  moment that the first/last/more-than-50% of the sensors in CR became “hot”);

· determine the optimal final-locations for the sensors inside (and on the boundary of) CR and identify the “cold” sensors that are to-be-relocated at those locations, such that:

· there is a guaranteed factor of coverage of the area bounded by CR with the sensing ranges of the nodes;

· the time of the re-deployment is optimal. 

2.1. Goal
The goal of the project is to implement distributed algorithms that can be executed by each individual sensor node, in order to provide a solution to the desired problem(s) specified above. Clearly, there may be other constraints to consider like, for example, once a “cold” sensor has moved towards the CR, it will open a “hole” in the area of its previous location. How can one minimize the “average holes-area”? 

Observation: Note that the most general settings of the problem can be reduced to an instance of the Euclidian Matching  problem which, in turn, is know to be NP hard. Hence, any reasonably efficient solution will have to be a heuristic.

Starting Point: A preliminary result which presents efficient heuristics for the centralized solutions of the problems listed above was published in the DMSN workshop in 2004. It can be obtained from the instructor’s home page (www.ece.northwestern.edu/~peters) and the title is:

“Mission-Critical Management of Mobile Sensors (or, How to Guide a Flock of Sensors). Additional references will be provided.

Implementation: The students are expected to implement the algorithms using the JiST SWANS simulator. It provides an environment that simulates the behavior of Berkley MICA motes as individual sensor nodes and the values of various parameters (e.g., battery energy; frequency of sampling) can be simply selected. Moreover, since the underlying MAC protocol is provided, the students can focus on implementing the problem’s logic at the application level. Another benefit is that there is a rich library of Java-based classes that can be readily used on top of SWANS.

3. Technical Contacts
Relevant readings/references; discussion about the algorithmic issues; help with the SWANS manual  and introduction to the SNSim simulator will be provided by Goce Trajcevski and Oliviu Ghica (L580, Tech. Institute).

